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1.0 Monitoring MarkLogic Server

MarkLogic Server provides arich set of monitoring features that include a pre-configured
monitoring dashboard and aManagement API that allows you to integrate MarkL ogic Server with
existing monitoring applications or create your own custom monitoring applications.

This chapter includes the following sections:

*  Overview

* Selecting a Monitoring Tool

¢  Monitoring Architecture, a High-level View

*  Monitoring Tools and Security

e  Guidelines for Configuring your Monitoring Tools

e Monitoring Metrics of Interest to MarkLogic Server

1.1 Overview
In general, you will use a monitoring tool for the following:

* To keep track of the day-to-day operations of your MarkLogic Server environment.

» For initial capacity planning and fine-tuning your MarkLogic Server environment. For
details on how to configure your MarkLogic Server cluster, see the Scalability,
Availability, and Failover Guide.

» Totroubleshoot application performance problems. For details on how to troubleshoot and
resolve performance issues, see the Query Performance and Tuning Guide.

» To troubleshoot application errors and failures.

The monitoring metrics and thresholds of interest will vary depending on your specific
hardware/software environment and configuration of your MarkL ogic Server cluster. This chapter
lists some of the metrics of interest when configuring and troubleshooting MarkLogic Server.
However, MarkLogic Server isjust one part of your overall environment. The health of your
cluster depends on the health of the underlying infrastructure, such as network bandwidth, disk
I/0O, memory, and CPU.
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1.2 Selecting a Monitoring Tool

Though this guide focuses on the tools avail able from MarkL ogic that enable you to monitor
MarkLogic Server, it is strongly recommended that you select an enterprise-class monitoring tool
that monitors your entire computing environment to gather application, operating system, and
network metrics alongside MarkL ogic Server metrics.

There are many monitoring tools on the market that have key features such as alerting, trending,
and log analysis to help you monitor your entire environment. MarkL ogic Server includes the
following monitoring tools:

* A Monitoring dashboard that monitors MarkL ogic Server. This dashboard is pre-
configured to monitor specific MarkL ogic Server metrics. For details, see “Using the
MarkLogic Server Monitoring Dashboard” on page 15.

* A Monitoring History dashboard to capture and make use of historical performance data
for aMarkLogic cluster. For details, see “MarkLogic Server Monitoring History” on

page 31.

* A RESTful Management API that you can use to integrate MarkL ogic Server with
existing monitoring application or create your own custom monitoring applications. For
details, see “ Using the Management API” on page 80.
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1.3 Monitoring Architecture, a High-level View

All monitoring tools use a RESTful Management API to communicate with MarkLogic Server.
The monitoring tool sends HT TP requests to a monitor host in aMarkLogic cluster. The

MarkL ogic monitor host gathers the requested information from the cluster and returnsit in the
form of an HT TP response to the monitoring tool. The Management AP is described in “Using
the Management API” on page 80.

Applications
User
arkLoglc Cluster
tor HT D et _
L Monitoring Tool r= (HTTP requests Monitor Host
Operating System
Network

1.4 Monitoring Tools and Security

To gain access to the monitoring features described in this guide, a user must be assigned the
manage-user fole. Monitoring tools should authenticate as a user with that role. The manage-user
roleis a$|gned the http://marklogic.com/xdmp/privileges/manage EXECUtE privi Iege and
provides access to the Management API, manage App Server, and the Ul for the Configuration
Manager and Monitoring Dashboard. The manage-user role also provides read-only access to all
of acluster's configuration and status information, with the exception of the security settings. For
details on assigning roles to users, see Users in the Administrator’s Guide.

If you have enabled SSL on the Manage App Server, your URLs must start with HTTPS, rather
than HTTP. Additionally, you must have a MarkL ogic certificate on your browser, as described in
Accessing an SSL-Enabled Server from a Browser or WebDAV Client in the Security Guide.
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1.5 Guidelines for Configuring your Monitoring Tools

Monitoring tools enable you to set thresholds on specific metrics to aert you when ametric
exceeds a pre-specified value.

Thetopicsin this section are:

e Establish a Performance Baseline

e Balance Completeness Against Performance

15.1 Establish a Performance Baseline

Many metrics that can help in alerting and troubleshooting are meaningful only if you understand
normal patterns of performance. For example, monitoring an App Server for slow queries will
require a different threshold on an application that spawns many long-running queries to the task
server than on an HTTP App Server where queries are normally in the 100 ms range. Most
enterprise-class monitoring tools support data storage to support this type of trend analysis.
Developing a starting baseline and tuning it if your application profile changes will yield better
results for developing your monitoring strategy.

1.5.2 Balance Completeness Against Performance

Collecting and storing monitoring metrics has a performance cost, so you need to balance
completeness of desired performance metrics against their cost. The cost of collecting monitoring
metrics can differ. In general, the more resources you monitor, the greater the cost. For example, if
you have alot of hosts, server status is going to be more expensive. If you have alot of forests,
database status is going to be more expensive. In most cases, you will use asubset of the available
monitoring metrics. And there may be circumstances in which you temporarily monitor certain
metrics and, once the issue have been targeted and resolved, you no longer monitor those metrics.

One balancing technique is to measure system performance on a staging environment under
heavy |oad, then enable your monitoring tool and calculate the overhead. You can reduce
overhead by reducing collection frequency, reducing the number of metrics collected, or writing a
Management API plugin to produce a custom view that pinpoints the specific metrics of interest.
Each response from the underlying Management API includes an elapsed time value to help you
calculate the relative cost of each response. For details, see “Using the Management API” on

page 80.
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1.6 Monitoring Metrics of Interest to MarkLogic Server

Environments and workloads vary. Each environment will have a unique set of requirements
based on variables including cluster configuration, hardware, operating system, patterns of
gueries and updates, feature sets, and other system components. For example, if replication isnot
configured in your environment, you can remove templates or policies that monitor that feature.

This section provides a set of guiding questions to help you understand and identify the relevant
metrics. The topics in this section are:

e Does MarkLogic Have Adequate Resources?

e What is the State of the System Overall?

e What is Happening on the MarkLogic Server Cluster Now?

e Are There Signs of a Serious Problem?

1.6.1 Does MarkLogic Have Adequate Resources?

MarkLogic Server is designed to fully utilize system resources. Many settings, such as cache
sizes, are auto-sized by MarkL ogic Server at installation.

Some questions to ask are:

» DoesMarkLogic Server have enough resources on the host machine? What processes
other than MarkLogic Server are running on the host and what host resources do those
processes require? When competing with other processes, MarkLogic Server cannot
optimize resource utilization and consequently cannot optimize performance.

» Isthere enough disk space for forest data and merges? Mergesrequire at least one and one
half times as much free disk space as used by the forest data (for details, see Memory, Disk
Space, and Swap Space Requirements in the Installation Guide). If amerge runs out of disk
space, it will fail.

» Isthere enough disk space to log system activity? If there is no space left on thelog file
device, MarkLogic Server will abort. Also, if there is no disk space available to add
messages to the log files, MarkL ogic Server will fail to start.

* Isthere enough memory for the range indexes? Range indexes improve performance at the
cost of memory and increased load/reindex time. Running out of memory for range
indexes may result in undesirable memory swapping that severely impacts performance.

* Isswap space configured correctly? At query time, MarkLogic Server makes use of both
memory and swap space. If there is not enough of either, the query can fail with SVC-
MEMALLOC messages. For details on configuring swap memory, see Tuning Query
Performance in MarkLogic Server in the Query Performance and Tuning Guide.

* How many hosts are in the cluster? How are the hosts configured as evaluator and data
nodes? How are the hosts organized into groups? For details on configuring MarkLogic
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1.6.2

Server clusters, see Clustering in MarkLogic Server in the Scalability, Availability, and
Failover Guide.

What applications use resource-intensive features, such as CPF, replication, and point-in-
time recovery? Are the hardware, software, and network resources available and
configured to most efficiently support such applications?

What is the State of the System Overall?

Many problems that impact MarkLogic Server originate outside of MarkLogic Server. Consider
the health of your overall environment.

Some questions to ask are:

How efficiently is CPU being used? How much CPU capacity exists at different time
slices? What is the execution speed of the current read and write tasks? Can | optimize
gueries or choose a better time to batch load?

How efficiently is1/0 being used? What amount of datais currently being read from or
written to disk? Are there any 1/0 bottlenecks?

Is there enough free disk space for each file system?

Arethere any errors or warnings appearing in the logs for the operating system,
MarkLogic Server, and applications?

What is the current state of the network?

Arethere any serious errorsin the system log files? Your monitor tool, or an auxiliary tool
such as Splunk, should monitor your system logs and report on any detected errors.
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1.6.3 What is Happening on the MarkLogic Server Cluster Now?

When you suspect an error or performance problem originates from MarkL ogic Server, some
guestionsto ask are:

Are all of the hostsin the cluster online? Are al of the App Servers enabled? In what a
states are the forests?

* What are the patterns of queries and updates? Do they appear to be evenly distributed
across the hosts in the cluster?

* Arethere any long-running queries? Longer than usual query execution times may
indicate a bottleneck, such as a slow host or problems with XDQP communication
between hosts. Other possible problems include increased |oads following afailover or
more than the usual number of total requests.

» Isthereanincrease in the number of outstanding requests? A consistent increase in the
total number of outstanding requests may indicate the need to add more capacity and/or
load balance. Decreases in total requests may indicate some “ upstream” problem that
needs to be addressed.

*  What isthe /O rates and loads pattern? In this context, rates refers to amount of data
applications are currently reading from or writing to MarkLogic Server databases
(throughput) and loads refers to the execution time of the current read and write requests,
which includes the time requests spend in the wait queue when maximum throughput is
achieved.

Under normal circumstances you will see loads go up as rates go up. As the workload
(number of queries and updates) increases, a steadily high rates value indicates the
maximum database throughput has been achieved. When this occurs, you can expect to
see increasing loads, which reflect the additional time requests are spending in the wait
gueue. Asthe workload decreases, you can expect to see decreasing loads, which reflect
fewer requests in the wait queue.

If, while the workload is steady, rates decrease and loads increase, something is probably
taking away 1/0 bandwidth from the database. This may indicate that MarkLogic Server
has started a background task, such as a merge operation or some process outside of
MarkLogic Server istaking away /O bandwidth.

* What isthe journal and save write rates and loads pattern? During a merge, you should see
the rates for journal and save writes decrease and the loads increase. Once the mergeis
done, journal and save writes rates should increase and the loads should decrease. If no
mergeistaking place, then aprocess outside of MarkL ogic Server may betaking away 1/0
bandwidth.

e What isthe XDQP rates and loads pattern? In this context, rates refers to amount of data
hosts are currently reading from or writing to other hosts and loads refers to the execution
time of the current read and write requests, including those in the wait queue. A decrease
in rates and an increase in loads may indicate that there is network problem.
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* What are the cache hit/miss rates? L ots of cache hits means not having to read fragments
off disk, sothereisless1/O load. An increasing cache miss rate may indicate a need to
increase the cache size, write queries that take advantage of indexes to reduce the
frequency of disk reads, or adjust the fragment size to better match that of the queried
data.

* How many concurrent updates and reads are in progress? An increase of both updates and
reads may indicate that there are queries that are doing too many updates and reads
concurrently. The potential problem islock contention between the updates and reads on
the same fragments, which degrades performance.

* How many database merges are in progress? Merges require both I/0O and disk resources.
If too many database merges are taking place at the same time, it may be necessary to
coordinate merges by creating a merge policy or establishing merge blackout periods, as
described in Understanding and Controlling Database Merges in the Administrator’s Guide.

» How many reindexes arein progress? Database reindexing is periodically done
automatically in the background by MarkL ogic Server and requires both CPU and disk
resources. If there are too many reindexing processes going on at the same time, you may
need to adjust when reindexing is done for particular databases, as described in Text
Indexing in the Administrator’s Guide.

» How many backups and/or restores are in progress? Backup and restore processes can
impact the performance of applications and other background tasks in MarkLogic Server,
such as merges and indexing. Backups with point-in-time recovery enabled have an even
greater impact on performance. If backup and/or restore processes are impacting system
performance, it may be necessary to reschedule them, as described in Backing Up and
Restoring a Database in the Administrator’s Guide.
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Are There Signs of a Serious Problem?

If you are encountering a serious problem in which MarkLogic Server is unable to effectively
service your applications, some questions to ask are:

Did MarkLogic Server abort or fail to start? This may indicate that there not enough disk
space for the log files on the log file device. If thisisthe cause, you will need to either add
more disk space or free up enough disk space for the log files.

Is an application unable to update datain MarkL ogic Server? This may indicate that you
have exceeded the 64-stand limit for aforest. This could be the result of running out of
merge space or that merges are suppressed.

Are queries failing with SVC-MEMALL OC messages? This indicates that there is not
enough memory or swap space. Y ou may need to add memory or reconfigure your swap
memory, as described in Tuning Query Performance in MarkLogic Server in the Query
Performance and Tuning Guide

Are there any forestsin the async replicating state? This state indicates that a primary
forest is asynchronously catching up to itsreplica forest after afailover or that a new
replicaforest was added to a primary forest that already contains content. If aforest has
failed over, see Scenarios that Cause a Forest to Fail Over in the Scalability, Availability, and
Failover Guide for possible causes.

Arethere any serious messages in the error logs? The various log levels are described in
Understanding the Log Levels in the Administrator’s Guide. All log messages at the error
level and higher should be investigated, whereas lower-level messages, such as warnings
and debug messages are mostly informational. Log messages that indicate a particularly
serious problem include:

* Repeated server restart messages. Possible causes include a corrupted forest,
segmentation faults, or some problem with the host’s operating system.

e XDQP disconnect. Possible causes include an XDQP timeout or a network failure.

* Forest unmounted. Possible causes include the forest is disabled, it has run out of
merge space, or the forest datais corrupted.

* SVC-* errors. These are system-level errors that result from timeouts, socket
connect issues, lack of memory, and so on.

 XDMP-BAD errors. Theseindicate serious internal error conditions that shouldn’t
happen. Look at the error text for details and the logs for context. If you have an
active maintenance contract, you can contact MarkL ogic Technica Support for
help.
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2.0

Using the MarkLogic Server Monitoring Dashboard

This chapter describes how to use the Monitoring Dashboard. The Monitoring Dashboard
provides task-based views of MarkLogic Server performance metricsin real time. The
Monitoring Dashboard is intended to be used alongside the status pages in the Admin Interface
and other monitoring tools that monitor application and operating system performance metrics.

The topicsin this chapter are:

2.1

Terms Used in this Chapter

Displaying the Monitoring Dashboard

Monitoring Specific Resources

Monitoring Dashboard Sessions

Setting the Sample Interval

Viewing Monitoring Sample Details

Monitoring Query Execution

Monitoring Rates and Loads

Monitoring Disk Space

Exporting Monitoring Data

Terms Used in this Chapter

The following terms are used in this chapter:

A Monitoring Session is the timeframe since the dashboard page was last refreshed. For
example, if you navigate from the Query Execution page to the Rates and L oads page, you
have ended the Query Execution session and started the Rates and L oads session.

A Monitoring Sampleisabit of information captured during arefresh interval on agraph.
For example, one of the candlesticks captured in the Query Execution graph isasingle
sample.

MarkLogic 9—May, 2017 Monitoring MarkL ogic Guide—Page 15
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2.2 Displaying the Monitoring Dashboard

You can display the Monitoring Dashboard by doing the following:

1 Open a browser and enter the URL:

http://monitor-host:8002/

where monitor-host is a host in the cluster you want to monitor

2. At the top of the page, click on Monitoring and click on Dashboard in the pull-down
menu:

_" Application Builder =] Guery Console 1% Configuration Manager Monitoring E Admin

Dashboard

Current Tima: 125307 L8 E alu]]

WFRVIFW

2013-08-08 1303 Fnd  2013-08-09 13

3. The Monitoring Dashboard page appears. From the default Monitoring Dashboard page,
you can navigate to any of the pages described in this chapter.

MQ n itori n g DﬂSh board Enter the name of a resource to find Search

Query Execution Rates and Loads Disk Space

2.3 Monitoring Specific Resources

By default the Monitoring Dashboard monitors the entire cluster. You can use the Search box to
select a specific resource to monitor. Clicking on the search field produces a pull-down menu in
which you can locate the resource. Alternatively, you can directly locate a resource by entering
the name of the resource in the search field.

Monitoring Dashboard | search
Query Execution Rates and Loads D 2L =
cluster
. Groups
Query Execution Sefaul
Hosts E

. 1ing queries
gordon-1.marklogic.com a9

0.1 Servers Server
Admin ult) Manage
App-Services (Default) Manage
Manage

Manage (Default) -
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2.4 Monitoring Dashboard Sessions

Each time you navigate to a new Dashboard page, you end the current monitoring session and
begin a new one. The monitoring datafrom the previous session is lost from that point on. If you
want to maintain multiple Dashboard sessions, you can open each page in a separate browser tab
or window.

You can freeze the monitoring data for a Dashboard page by clicking on the Stop button in the
upper right-hand portion of the page and restart the data by pressing Start. When you stop a page,
you will lose any monitoring data between the time the page is stopped and thetimeit is restarted.
If you have multiple Dashboard pages open, the sessions continue on the other pages; so stopping
the monitoring data on one page will not stop the data on the other pages. When you start the
stopped page, its session will resume at the current timestamp.

Refresh every Stop Refresh every Start
10 seconds - l{rr'j 10 seconds - I\aﬁ_

2.5 Setting the Sample Interval

The sampleinterval specifies the frequency in which the selected resource is monitored. By
default, the sampleinterval is every 10 seconds. Use the Refresh pull-down menu to set the
sample interval from anything between once every 1 second to every 10 minutes.

If you have multiple Dashboard pages open in separate tabs or windows, changing the sample
interval on one page will not change the interval on the other pages. However, if you switch
between pages in the same browser tab or window, the interval will be the same for all pages.

Refresh every Stop

10 seconds [=| | .

— 1 second
5mnm:ls
5% ---k*- =

30 zeconds
Ser 1 minute
\ar B minutes bes

10 minutes
AT T

Ti

M TES
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2.6 Viewing Monitoring Sample Details

You can hover your mouse on any monitoring sample to view the details of the sample. For
example, to view the details of a query execution sample, hover on the bar graphic as shown
below.

Query Execution

1k Mesan: 51.18 sec
Deviation: 82 40 sec
Maz: 47841 sec

Min: 0.06 sec

13:29:30 13:30:00 13:30:30 13:31:00

2.7 Monitoring Query Execution

Query execution data gives you insight into the number of queries currently taking place and the
execution time of these queries. Two important query execution metrics to monitor are:

* Query Execution Time — Longer than usua query execution times may indicate a
bottleneck, such as a slow host or problems with XDQP communication between hosts.
Other possible problems include increased loads following afailover or more than the
usual number of total requests.

» Total Reguests — A consistent increase in the total number of outstanding requests may
indicate the need to add more capacity and/or load balance. Decreases in total requests
may indicate some “upstream” problem that needs to be addressed.

To display monitoring data related to query execution, select the Query Execution tab in the top
left-hand portion of the Monitoring Dashboard.

MDnitoring Dashboard Enter the na

Query Ex@ltion Rates and Loads Disk Space
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The left side of the Query Execution page displays the maximum execution time (in seconds) of
the current queries and the number of requests captured at each sample interval. You can hover a
guery execution sample to view the mean, maximum, and minimum execution times and the
standard deviation from the mean.

Query Execution

Ok
13:29:30 13:30:00 13:30:30 13:31:00

Total Requests

20
1 requesis
13:29:30 13:30:00 13:30:30 31:00

Theright side of the Query Execution page displays the five longest running queries since the
beginning of the session and the longest running queries at the current time.

5 longest running queries since 13:29:24

Host Server Module Time

gordon-3.marklogic....  App-Servi.. __lefendpeoinis/evalxgy  533.47s
gordon-3.marklogic....  App-Servi... .. lefendpoints/evalxgy  523.46s
gordon-3.marklogic....  App-Servi... __lefendpeoinis/evalxgy 518 46s
gordon-3.marklogic....  App-Servi... __lefendpeoinis/evalxgy 513 45s

gordon-3.marklogic....  App-Servi... .. lefendpoints/evalxgy  503.46s

Longest running queries at 13:31:07

Host Server Module Time
gordon-3.marklogic.... App-Servi._.  _ le/endpointsieval xqy 533.47s
gordon-3.marklogic.... Documents... fapply.xqy 124 655

gordon-3.marklogic.... TaskServer . ansaction-managerxgy 72.71s
gordon-1.marklogic.... TaskServer . push-local-forest xgy 65 87s

gordon-1.marklogic.... TaskServer . push-local-forest xgy 64 818
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2.8 Monitoring Rates and Loads

In general, rates and |oads measure how efficiently datais exchanged between applications and
MarkLogic Server. Rates and loads are defined as follows:

* Rates— The amount of data (MB per second) currently being read from or written to
MarkLogic Server.

» Loads— The execution time (in seconds) of current read and write requests, which
includes the time requests spend in the wait queue when maximum throughput is
achieved.

For details on how to interpret rates and loads, see “What is Happening on the MarkLogic Server
Cluster Now?’ on page 11.

To display monitoring data related to rates and loads, select the Rates and Loads tab in the top
left-hand portion of the Monitoring Dashboard.

MOHitOring Dashboard Enter the na

Query Execution Rates %1 Loads Disk Space

There are three types of rates and loads monitoring data. Select the type of rates and loads data by
clicking on one of the three buttons displayed under Rates and L oads:

Rates and Loads

Overview XDQP Communication Backup/Restore

The monitoring data displayed by each of these buttons is described in the following sections:

e  Qverview

e XDQP Communication

e Backup/Restore
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2.8.1 Overview
To obtain rates and loads data for queries, merges, and large data, click on the Overview button:

Rates and Loads

m XDQP Communication Backup/Restore

The left-hand side of the Rates and L oads Overview page displays the monitoring data related to
guery, merge, and large data reads.

Note: For details on Large Data, see Working With Binary Documents in the Application
Developer’s Guide.

Query Read
| = rate (MB/sec) load (sec/sec)
10 i
0.23 secisec
0 __-—hm—l—.l_.-_n_;.;-.---‘.-.-.----‘.--.-_‘_1_1_»-—‘—“
11:16:00 11:17:00 11:18:00
Merge Read
| = rate (MB/sec) load (sec/sec)
20 i
10 |
;f'\i" ‘_\—1\-\
- —
i) - T Y | —a—a
11:16:00 11:17:00 11:18:00
Large Read
| = rate (MB/sec) load (sec/sec)
10 i
e
11:16:00 11:17:00 11:18:00
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Theright-hand side of the Rates and L oads Overview page displays the monitoring datarelated to
journal and save, merge, and large data writes.

Journal and Save Write

| = rate (MB/sec) load (sec/sec) |
10
M
) -_m_-’//
11:07 11:09
Merge Write
| » rate (MB/sec) load (sec/sec)
10
[
0 ittt e e e e e e e e e e e e e e e e e e el /
o7 11:09
Large Write
| » rate (MB/sec) load (sec/sec)
40
20
,?/‘\\“ o
i
0 ----./ HM; liiin o a - -
11:07 11:09

2.8.2 XDQP Communication

Communication between MarkLogic Server hosts within a cluster and between hosts in different
clustersis done using the XDQP protocol. Both the rate and load are displayed for each sample
interval. Unusually high XDQP loads may indicate a network connection problem.

To monitor the rates and loads related to XDQP communication, click on the XDQP
Communication button:

Rates and Loads

Overview XDQP Communication Backup/Restore
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The upper left-hand side of the XDQP Communication page displays the monitoring data related
to XDQP data received by the client and server.

XDQP Client Receive

| = rate (MB/sec) load (sec/sec)
10 i
[ P P it = T T T 2 T S S
3:22 13:24
XDQP Server Receive
| = rate (MB/sec) load (sec/sec)
20 i
10
0
3:22 13:24

The upper right-hand side of the XDQP Communication page displays the monitoring datarelated
to XDQP data sent by the client and server.

XDQP Client Send

| » rate (MB/sec) load (sec/sec)

20

10 /‘

0 _“__......,.nu-n.....-u....-f

13:22 13:24

XDQP Server Send

| = rate (MB/sec) load (sec/sec)

. '
0 ey B ¥ R Y e IV PE TN EANANAFTNENY

3:22 13:24
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The lower |eft-hand side of the XDQP Communication page displays the monitoring data related
to XDQP data received by the client and server from aforeign cluster.

Foreign XDQP Client Receive

= rate (MBlsec) load (sec/sec)
20
1Ehr"E =ec
10
0
13:38
Foreign XDQP Server Receive
| » rate (MB/sec) load (sec/sec)
10 )
0 mauﬁ‘%ﬂmohwmm .

Thelower right-hand side of the XDQP Communication page displays the monitoring datarel ated
to XDQP data sent by the client and server to aforeign cluster.

Foreign XDQP Client Send
| = rate (MB/sec) load (sec/sec)
10
5 secizec
et IL"'.,...,...—.-H'-'""“ y ek TIHY Pty
0 T HL‘"""'HM“.L-_.--
12:22 12:24
Foreign XDQP Server Send
| = rate (MB/sec) load (sec/sec)
10
R
12:22 12:24
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2.8.3 Backup/Restore

Backup and restore processes can impact the performance of applications and other background
tasksin MarkL ogic Server, such as merges and indexing.

To monitor the rates and loads related to backup and restore operations, click on the
Backup/Restore button:

Rates and Loads

Overview XDQP Communication Backup/Restore

The left-hand side of the Backup/Restore page displays the monitoring data related to Backup
reads and writes.

Backup Read/Write

| » rate (MB/sec) load (sec/sec) |

10

10:54:30 10:54:50 10:55:10

The right-hand side of the Backup/Restore page displays the monitoring data related to Restore
reads and writes.

Restore Read /Write

| ® rate (ME/sec) load (secisec)
10 )
0 _______________,"
10:56:50 10:57:10 10:57:30
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2.9 Monitoring Disk Space

Disk space usage is a key monitoring metric. In general, forest merges require twice as much disk
space than that of the data stored in the forests. If amerge runs out of disk space, it will fail. In
addition to the need for merge space on the disk, there must be sufficient disk space on thefile
system in which the log files reside to log any activity on the system. If there is no space left on
the log file device, MarkL ogic Server will abort. Also, if thereis no disk space available to add
messages to the log files, MarkLogic Server will fail to start.

To display monitoring data related to disk space, select the Disk Space tab in the top left-hand
portion of the Monitoring Dashboard.

MDnitOFing Dashboard Enter the nan

Guery Execution Rates and Loads Disk iﬁ;ce

The data displayed on the Disk Space isfor a specific host. You can select the host in the upper-
left-hand section of the Disk Space page. The hostsin thislist are sorted by those with the least
available disk space at the top.

MarkLogic Disk Space Available

B FastData M Large Data M Forest Data Forest Reserve Free

Host name Location Disk Space
HarloptiMarkLogic [ |
FvarloptiMarkLogic [ |

The disk space monitoring metrics are:

* Fast Data— The amount of disk space used by the forests' Fast Data Directory. The Fast
Data Directory istypically mounted on a specialized storage device, such as asolid state
disk. Fast data consists of transaction journals and as many stands that will fit on the fast
storage device. For more information on Fast Data, see Fast Data Directory on Forests in the
Query Performance and Tuning Guide.

» Large Data— The amount of disk space used by the forests' Large Data Directory. The
Large Data Directory contains binary files that exceed the 'large size threshold' property
set for the database. Large Datais not subjected to merges so, unlike Forest Data, Large
Data does not require any additional Forest Reserve disk space. For more information on
Large Data, see Working With Binary Documents in the Application Developer’s Guide.

» Forest Data— The amount of disk space used by the datain the forest stands. Thisdatais
subject to periodic merges.
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» Forest Reserve — The amount of free disk space that should be held in reserve to enable
MarkLogic Server to merge the Forest Data.

* Free— The amount of free space on the disk that remains after accounting for the Forest

Reserved space.

The upper right-hand section of the Disk Space page displays the amount of free space on the
disk, along with how much reserve space is reserved for forest merges and the actual amount of

space currently used by the forests and large data.

Host: gordon-1.marklogic.com
Location: /varfopt/MarkLogic
7000 MB

6000 MB

5000 MB

4000 MB

3000 MB

2000 MB

1000 MB

0 MB

Free 1589 MB

Forest Reserve 2282 MB
M Forest Data 1141 MB
M Large Data 944 MB
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26.68 %
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19.16 %

15.85 %
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The lower right-hand section of the Disk Space page displays the amount of space on the disk
used by the individual forests.

Forests

Documents-1 |

Documents—2

Documents-3

[
[

Documents—d i[}ocuments—‘%: BB0O MBE
|

Oscars

Oscars-modules

=

250 500 750 1,001

If your disk has less than 15% capacity awarning message is generated, as shown below. If the
capacity fallsto less than 10%, a critical message is generated.

MarkLogic Disk Space Available

M Fast Data M Large Data M Forest Data  Forest Reserve  Free
Host: mbr-15.lota|
Location: /Volumes/disk2/space
Host name Location Disk Space 300 MB

Nolumes/disk2/space _l&
Warning: 141 MB available (13.71% capacity). '

200 MB

-..Users/mike/xdmp7/src/MyDataDir

150 MB

100 MB

50 MB

0 MB
t Free omMB 0.00 %
Farest Reserve 141 MB 56.85 %
W Forest Data 107 MB 43,15 %
M Large Data oMB 0.00 %
Forests

rest [

0 25 50 75 100 125
MEB
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2.10 Exporting Monitoring Data

Each of the three tabbed Monitoring Dashboard pages (Disk Space, Query Execution, Rates and
Loads) has an Export button in its upper right corner, on the same line as the current tab’s name.
When clicked, it exports the page's datato alocal XML file, formatted to be openable in Excel.

? Information Studio _“ Application Builder =] Query Console % Configuration Manager [E< Monitoring Admin

Mon itoring DaSh board Search or enter the name of a resource to find Search
Query Execution Rates and Loads Disk Space

Refresh every Stop

Query Execution [Cluster with 2 hosts] 10 seconds [+] (&) Ex&n
| Export |

5 lonaest runnina aueries since 09:16:50

The exported files have tab-specific names incorporating a timestamp of when the file was
exported. For example:

disk-space-20120210-160945.xml

indicates that it contains a page of datafrom the Disk Space tab, exported on February 10th, 2012
(2012 02 10) at 4:09:45 p.m. (16 09 45) (spaces added in this paragraph for clarity).

The exported data is from a JavaScript cache that automatically accumulates data as the page is
drawn and refreshed. Two of the tabbed pages, Query Execution and Rates and L oads,

accumul ate data over time. A maximum21000 |atest data points are cached for each of these pages,
no matter how long the monitor page runs.

By default, datais cached every 10 seconds. Thisrate depends on the polling interval, which is set
on the Dashboard page within the Refresh drop-down menu. See “ Setting the Sample Interval” on

page 17.

When using the Export button, remember these caveats:

» Thecacheisnot in apersistent file, so manually refreshing the browser clearsit of all
accumulated data. Immediately after amanual browser refresh, there is no data to export.

» Clicking Export returns only the data from the current tab's page. For example, if you are
on the Query Execution tab, clicking Export only writes out data from Query Execution
and does not write out data from the Rates and L oads or Disk Space tabs. To get the values
from all three tabs, you have to go to each tab and click its Export button, resulting in three
separate files.

* However, when clicking Rates and Loads Export button, the file does contain the data
from all three of Rates and Loads sub-tabs (Overview, XDQP Communication, and
Backup/Restore).

Previously, you had to turn on caching this data with a debug=true parameter in the browser URL.
Now, datais cached by default.
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3.0 MarkLogic Server Monitoring History

This chapter describes how to use the Admin Interface and Monitoring History dashboard to
capture and make use of historical performance data for a MarkLogic cluster. These same
Monitoring History operations can also be done using the XQuery and REST APIs, as described
in XQuery and XSLT Reference Guide and the MarkLogic REST API Reference.

Note: All MB and GB metrics described in this chapter are base-2.
The main topics in the chapter are:

*  Overview

e Enabling Monitoring History on a Group

e Setting the Monitoring History Data Retention Policy

* Viewing Monitoring History

* Viewing Monitoring History by Time Span and Frequency

e | abeling Monitoring History Time Spans

e Filtering Monitoring History by Resources

e Historical Performance Charts by Resource

e  Exporting and Printing Monitoring History

3.1 Overview

The Monitoring History feature allows you to capture and view critical performance data from
your cluster. Once the performance data has been collected, you can view the datain the
Monitoring History pages. The top-level Monitoring History page provides an overview of the
performance metrics for all of the key resources in your cluster. For each resource, you can drill
down for more detail. You can aso adjust the time span of the viewed data and apply filtersto
view the datafor select resources to compare and spot exceptions.

By default, the performance datais stored in the Meters database. Monitoring history capture is
enabled at the group level. Typically you have one group per cluster. You can also configure a
consolidated Meters database that captures performance metrics from multiple groups. The group
configuration defines which database is used to store performance metrics for that group
(defaulting to a shared Meters database per cluster), aswell as all configuration parameters for
performance metrics, such as the frequency of data capture and how long to retain the
performance data. The Meters database can participatein al normal database replication, security,
and failover operations.
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3.2 Enabling Monitoring History on a Group

To collect monitoring history datafor your cluster, you must enable performance metering for
your group.

1. Log into the Admin Interface.
2. Click the Groups icon on the left tree menu.

3. L ocate the Performance Metering Enabled field toward the bottom of the Group
Configure page and click on true.

metering enabled @ true false
Enable Usage metering.

performance metering enabled i@ true falze

Enable performance monitering history.

meters database Meters El

The metering and performance histery database.

performance metering period 1

Historic perfermance metering period (minutes ).

performance metering retain 7

raw - . )
Retain raw performance metering data in days.

performance metering retain a0

hourly
Retain hourly performance metering data in days.

performance metering retain an
daily
Retain daily performance metering data in days.
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Y ou can configure the parameters for collecting monitoring history data, as described in
the following table.

Parameter Description

meters database The database in which performance monitoring history data and
usage metrics documents are stored. By default, historical
performance and usage metrics are stored in the Meters database.

performance metering | The performance metering period, in minutes. Performance datais
period collected at each period. The period can be any value of 1 minute or
more.

Note: If you are collecting monitoring history for multiple
groups, you should either set the same period for each
group or configure your filter to view the history data
for one group at atime.

performance metering | The number of days raw performance monitoring history datais
retain raw retained. See*” Setting the Monitoring History Data Retention Policy”
on page 33 for details.

performance metering | The number of days hourly performance monitoring history datais
retain hourly retained. See " Setting the Monitoring History Data Retention Policy”
on page 33 for details.

performance metering | The number of days daily performance monitoring history datais
retain daily retained. See* Setting the Monitoring History Data Retention Policy”
on page 33 for details.

3.3 Setting the Monitoring History Data Retention Policy

The retention policy (for raw, hourly, daily) isavalue set in days. If performance metering is
enabled, then all datathat is older than that many days for the specified period (raw, hour, day) is
deleted. The retention policy is set at agroup level, so different groups can have different
retention policies. For example, GroupA may have raw set to 1 day and GroupB may have raw set
to 10 days. The cleanup code follows this retention value on a per-group basis.

There are cases where metering data may become orphaned, so it may no longer belong to an
existing group. Some examples of when this could occur are:

» Deleting agroup

* Importing metering data from another cluster
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Any metering data that no longer belongsto any active group in the current cluster is deleted. To
avoid this, turn off metering or avoid deleting groups and instead move hosts out of the group but
keep the group in the cluster configuration.

Note: Loading older monitoring history data (for example, by restoring a backup of the
Meters database) will be immediately affected by data retention policy. So, you
should turn off performance metering prior to restoring any datathat is older than
the time specified by your retention policy.

Deletion of data older then the retention policy occurs no sooner than the retention policy, but
may, for various reasons, still be maintained for an unspecified amount of time.

Note: Changing the retention policy from smaller to larger values does not restore data
that has already been del eted.

The default data retention policy settings are as shown in the following table. To maximize
efficiency, it isabest practiceto retain raw datafor the least number of days and the daily datafor
the most number of days.

Period | Retention Period

Raw 7 Days

Hourly 30 Days

Daily 90 Days

3.4 Viewing Monitoring History
You can display the Monitoring History dashboard by doing the following:

1 Open abrowser and enter the URL :

http://monitor-host:8002/

where monitor-host is a host in the cluster you want to monitor
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At the top of the page, click on Monitoring and click on History in the pull-down menu:

# Admin

¥ Configuration Manager Monitoring

Dashboard
Server Time: 11:17:28 (-07:00

ao 2 atul
mance and resource

ize th
metrics

201

AL art 0
e history of perfor

The Monitoring History page appears. From the Monitoring History Overview page, you

can navigate to any of the pages described in this chapter.

Monitoring History

Start: 2013-07-28 11:52
End: 2013-07-30 11:52
Period: Hour |Z|

Shortcut: 1 1 0d

Label: Select |Z|

FILTERS
GROUPS

Default v
HOSTS v

gordon-1.marklogic.com
gordon-2.marklogic.com
gordon-3.marklogic.com

SERVERS v

Admin
App-Senices
HealthCheck
Manage
TaskServer
DATABASES
App-Senices
Documents
Extensions
Fab
Last-Login
Meters
Modules
Schemas
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3 DISKS

05

MEfsec

V]
12:00

3 CPU

100

1]
12:00

3 MEMORY

20

Server Time: 13:50:06 (&l Export @ Print

Current Display: Start 2013-07-29 11:52 End 2013-07-30 11:52 A

»

v

-

e —mae

30. Jul

04:00 08&:00

16:00

20:00

30 Jul

04:00 08:00
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Each line in a chart represents a metric for the resource. In the Overview page, the lines represent
an aggregate of the metricsfor all of the cluster resources. In each Details page, the lines represent
the metric for each specific resource.

Chart titles on the Overview page include bracketed information specifying how chart data
gathered across multiple resources is aggregated. For example, [sum of Hosts] meansthat the
data retrieved from one or more hosts is summed for display as points on the chart.

Each point on aline represents a period in which the performance data was captured. Hovering
over achart point displays the name of the resource metric, along with the performance value for
the metric at that point in time.

3 CPU v
— User
10 = Mice
System
User Y — |/O Wait
0.29% k‘ — = —— e — - - IRQ
Sreal Steal
e e —lo% [
0 _—— . = —n & = * = = s = = = =
12:00 15:00 14 Aug 03:00 h 06:00 09:00

The displayed metrics (in MegaBytes per second) are color coded. You can display alegend that
indicates which colors represent which metrics by clicking on the red dot in the upper right-hand
section of the graph. To close the legend, click on the ‘X’ in the upper right-hand portion of the
legend window.

A J A J
@ ~ Lser
- Mice @
System
 |/0 Wait

- [RQ

Sreal
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To simplify the view of charts on a page, you can collapse a chart or agroup of chartsfor a
resource by clicking on the triangle in the upper right-hard portion of the chart or chart group.

b

3+ MEMORY

GB
v

12:00 15:00 18:00 21:00 19. Aug 03:00 06:00 09:00
-
2k
g - S
.1 —=,
= \
= .
A N\ S
" — - -
a
Ok = -
12:00 15:00 18:00 21:00 19. Aug 03:00 06:00 09:00

To expand a collapsed chart view, click on the triangle in the upper right-hard portion of the
collapsed chart.

3 MEMORY

3 SERVERS

v
-
10
=
1
"
—
Fal
n
o
2
o
o
0 - -
12:00 15:00 18:00 21:00 19. Aug 03:00 06:00 09:00
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3.5 Viewing Monitoring History by Time Span and Frequency

As described in “ Enabling Monitoring History on a Group” on page 32, the frequency in which
performance metrics are captured is configurable, in minute intervals. The snapshots of
performance metrics for each host are rolled up into asummary document that contains aggregate
calculations on the values for that host.

You can configure your view of the captured performance data by time span and frequency.

The Time Span settings are located in the upper left corner of the Monitoring History page.

TIME SPAN

Start: 2013-07-29 11:52

End: 2013-07-30 11:52

Period: Hour E
Raw

Shortcut: Day

Label: Select... |Z|

There are three basic settings you can adjust to control how the datais displayed:

* A date/time range, down to the granularity of a minute, that determines the time span of
the displayed data. (By default, thisisthe last 24 hours.)

» A period interval that determines the frequency of the displayed data. The possible
intervals are shown in the following table.

Period Description

Raw Display the performance data just as it was captured with the set frequency.

Hour Display the performance data, in aggregate form, per hour. (Thisis the default.)

Day Display the performance data, in aggregate form, per day.

You can “zoom in” to display part of the timespan by selecting the begin time of your “zoom” on
any chart and click and hold your left mouse button and drag it to the end “zoom” time. The
selected timeframe is highlighted and the zoomed-in timeis displayed for all of the chartsin the
page. Navigating to another Monitoring History page resets all of the charts to the timespan
selected in the TIME SPAN pandl.

MarkLogic 9—May, 2017 Monitoring MarkL ogic Guide—Page 38



MarkLogic Server MarkLogic Server Monitoring History

3 DISKS v

05

MEfsec

12:00 15:00 18:00 21:00 19. Aug 03:00 . 06:00 09:00

After changing either the time span and/or the period, click on refresh to display the updated
charts. Clicking refresh will also update any changes you've made to the Filters settings. For
details about filters, see “Filtering Monitoring History by Resources’ on page 43. If you have
zoomed into a portion of atimespan, refresh will redisplay the charts using the timespan selected
inthe TIME SPAN panel.

Monitoring History

OVERVIEW

Reset charts using Time Span settings }

Start: 2013-08-08 1312
End: 2013-08-12 1412
Period: Hour E i DISKS

Shortcut: ih 1d 230d -

Label: Select... E

(=]

You can use the Shortcut linksto display either the last hour, day or 30 days of performance data.
Selecting a Shortcut link will automatically refresh the displayed charts.

Start: 2013-08-12 10:49
End: 2013-08-12 11:49
Period: Raw |Z|

Shortcut: 1 1d 30d

Label: {SetTime Span to the last hnur]
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Each Shortcut also sets the Period value, as shown in the following table.

Shortcut Period
1h Raw
1d Hour
30d Day

3.6 Labeling Monitoring History Time Spans

You can use the Label feature to capture and tag metrics for the set time span. You can store any
number of labels. These labels can be used to identify events, instances, and periods of time.
Labels can be added, updated or deleted at any time. Labels themselves are not stored with the
raw metric data. They are only used for reporting purposes.

1.

To create alabel for your current view of the Monitoring History, select New Label from

the Label pull-down menu.

Monitoring History

Start: 2013-07-28 13.53 Labels
End: 2013-07-29 13:53
Period: Haur E HTTP

Shortcut: 1h 1d 0d

Label: Select. .. E

SecC

New label...
Edit labels...

FILTERS

LS Labels
Default 2013-07-28 13:53 - 2013-07-29 13:53| o

HOSTS v

=

In the Create aNew Label popup window, the name of the label is the time span of the

currently displayed charts, by default.

Create a new label

[IE=LEIRVEll-S2013-08-13 14:13 - 2013-08-13 15:1
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Cancel

Save
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3. You can keep the default name for the label, or change it to be more descriptive. Click
Save.

Create a new label

Label Name |Cluster Under Load

Cancel Salgz

4, You can edit your label names or delete labels by selecting Edit Labels from the Labels
pull-down menu.

Monitoring History

Start: 2013-08-13 14:089 Labels
End: 2013-08-1315:09
Period: Raw E L

Shortcut: ih  1d 0d

[=)
Label: Select... E in
Select

FILTERS MNew Iab-el___
Edit labels...
(Ll | abels

Default 2013-07-28 13:53 - 2013-07-29 13:53| o
HosTS | Cluster Under Load

5. In the Edit Labels popup window, you can either edit the label name or delete the label. To
delete alabel, hover over the label and a click on the garbage can icon to the right. When
finished editing, click Close.

Edit labels

2013-07-28 13:53 - 2013-07-29 13:53 @7
Cluster Under Load

Close

Note: If you edit alabel and, before closing the Edit L abels window, decide not to save
your edits, press the Esc key to terminate the edits and keep the original labels.
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6. You can view all of the labels that have data within the currently selected timespan by
clicking on the triangle to the right of the Labels section at the top of the Monitoring
History page to expand the Labels chart.

¢ SERVERS DETAIL Current Display: Start 2013-08-1215:30 End 2013-08-13 1530 44

Labels @

7. Each |abel appears asatimeline. Hover over atimelineto display the label name. Click on
atimeline to update the view to the time span associated with the label. Selecting a
timelineis functionally equivalent to selecting a label from the Label menu in that it
updates the view with the start and end timesin the TIME SPAN panel.

Labels A 4

One Day

15:00 21:00 13. Aug 03:00 06:00 09:00 12:00 15:00

Note: If your labeled data has been purged from the Meters database, as the result of the
retention policy or some other reason, the label will remain but there will be no
data associated with that |abel.

8. You can click on the label icon at the top right-hand portion of the page to create a label

for the currently displayed time span. Follow the same procedure as described in steps 2
and 3 to finish creating the label.

OVERVIEW Current Display: Start 2013-08-1215:30 End 2013-08-131530 42 =‘

Add label for current display

Labels

18:00 21:00 13. Aug 03:00 06:00 09:00 12:00 15:00
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If the datafor alabel does not fall within the currently displayed timespan, the label will not be
displayed in the Labels chart. To display the charts for such labels, select the label from the Label

pull-down menu.

Start: 2013-08-13 14:13 Labels
End: 2013-08-1315:13
Period: Raw |Z|

30¢

=%

Shortcut: 1h

=

Label: 2013-08-13 14:13 -2(|Z|

Select...
Mew label. ..
Edit labels...
Labels
2013-07-28 13:53 - 2013-07-29 13:53
2013-08-13 14:1313
Cluster Under Load
One Day

FILTERS

Mo resaources

3.7 Filtering Monitoring History by Resources

You can set filters for select resources to display only the stored performance metrics for those
resources. You can filter by groups and databases. And in each group, by hosts and servers. By
default, the metrics for al of the resourcesin the cluster are displayed.

Filter typesthat are active for the current view have headings highlighted in blue. For example, on
the Overview page, all filters are active while on the Databases Detail view, only database

resources are active.

In the filters panel, you can check or uncheck aresource to display or not display the performance

metrics for that resource.
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FILTERS &

GROUPS

Default v
HOSTS v

gordon-1.marklogic.com
gordon-2.marklogic.com
gordon-3.marklogic.com
SERVERS L4
Admin
App-Services
HealthCheck
Manage
TaskServer

App-Services

Documents

Extensions

[ Fab

[ Last-Login

[ Meters

] Modules

%Schemas

To focus on the resources of interest, you can collapse a category by clicking on thetriangle in the
right-hand section of the panel. The number of resources for the collapsed category are displayed.

FILTERS &

GROUPS

Default v
HOSTS v

gordon-1.marklogic.com
gordon-2.marklogic.com
gordon-3.marklogic.com

SERVERS SOfS
[0 DATABASES

App-Services
Documents
Extensions
Fab
Last-Login
[ Meters
Modules
MoForest

Clicking the checkmark updates the charts with the current filter settings. It does not apply any
changes that may have been made to the above TIME SPAN settings.
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co

FILTERS « S5

GROUPS pdate charts using selected Filters F
Default v
HOSTS L)
gordon-1.marklogic.com Deleted Fragmen
gardon-3. marklogic.com 400
SERVERS ¥

You can mouse over the resource names in the filter list to get extrainformation about the
resources. For example, mousing over a host name shows the number of forests associated with
the host and mousing over a server name shows the server type.

Ci

FILTERS =00
O GrROUPS v]
(W] Default v
HOSTS v
gordon-1.marklogic.com Delet
gordon-3.markag 5 rdan-1.marklogic.com (12 forests) k]
[m| SERVERS L
Admin -
[ App-Semices E 200
HealthCheck -
Manage
S0L 0
TaskServer
WebDav
YDBC Data

T T T 1

MarkLogic 9—May, 2017 Monitoring MarkL ogic Guide—Page 45



MarkLogic Server MarkLogic Server Monitoring History

3.8 Historical Performance Charts by Resource

From the Monitoring History dashboard, you can view Overview and Detailed performance
metricsin graph form for each resource in the cluster. In the Overview page, the lines on a graph
represent an aggregate of the metricsfor al of the cluster resources of that type. In each Details
page, the lines represent the metric for each specific resource in the cluster.

To view the Detail page for aresource, click on the down arrow at the upper left-hand section of
the resource graph on the Overview page.

j‘g DISKS v

—a— —

o F - A— . - - - .
12:00 15:00 18:00 21:00 19. Aug 03:00 06:00 09:00

To return to the Overview page from a Detail page, click on the up arrow at the upper left-hand
section of the resource graph on the Detail page.

@DISKS DETAIL Current Display: Start 2013-08-18 1158 End 2013-08-191158 4§

Labels >

ME fsec

ot . - - - - - . . - - - - - - - -
12:00 15:00 18:00 21:00 19. Aug 03:00 06:00 09:00

This section describes the Overview and Detail pages for the following resources:

* Disk Performance Data

e CPU Performance Data

* Memory Performance Data

e XDQP Server Requests Performance Data

e Server Performance Data

* Network Performance Data

e Database Performance Data
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Disk Performance Data

The Overview page displays a graph of the aggregate I/O performance data for the disks used by
the hosts selected in the filter.

OVERVIEW

Labels

%DiSKS

1

MB/sec

Current Display: Start 2013-07-28 11:52 End 2013-07-30 1152 %

Asdescribed in “Viewing Monitoring History” on page 34, you can hover on aperiod point to
view what disk operation was taking place at that point in time. Each performance metric is
described in the following table.

Metric Description

Writes The disk 1/0 performance during journal and save write operations. Thisis
the sum of journal-write-rate, save-write-rate, and large-write-rate.

Query Traffic The disk I/O performance during a query or queries. Thisisthe sum of
query-read-rate and large-read-rate.

Merge Reads The disk 1/0 performance during a merge read operation.

Merge Writes | Thedisk I/O performance during a merge write operation.

Backup Reads | Throughput of reading backup data from disk, in megabytes per second.

Backup Writes | Throughput of writing datafor backups, in megabytes per second.

Restore Reads | Disk read throughput for restore, in megabytes per second.

Restore Writes | Disk writing throughput for restore, in megabytes per second.
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Click on the arrow in the upper left-hand section of the DISKS graph in the Overview page to
view charts that present more detailed disk performance metrics.

ISKS DETAIL

Labels

ME/ser

0
12:00

Current Display: Start 2013-07-29 11:52 End 2013-07-30 11:52 %

>

The metrics displayed by the charts on the DISKS DETAIL page are described in the following

table.

Chart

Definition of Displayed Metric

Journal Write Rate

The moving average of datawritesto the journal.

Save Write Rate

The moving average of datawritesto in-memory stands.

Query Read Rate

The moving average of reading query datafrom disk

Merge Read Rate

The moving average of reading merge data from disk

Merge Write Rate The moving average of writing data for merges

Backup Read Rate Throughput of reading backup data from disk, in megabytes per
second.

Backup Write Rate Throughput of writing data for backups, in megabytes per second.

Restore Read Rate Disk read throughput for restore, in megabytes per second.

Restore Write Rate Disk writing throughput for restore, in megabytes per second.

Large Binary Read Rate

The moving average of reading large documents from disk.

Large Binary Write Rate

The moving average of writing data for large documents to disk.
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By default, Host dataiis viewed in aggregated form and must be viewed that way if multiple hosts
are selected. When in the DISKS DETAIL page, you can rollover any Host filter to reveal the
Select and Expand button. Thiswill deselect all of the other Hosts across all Groups, and apply all
pending filter changes. The expanded charts display the datafor each forest in that host as
separate line in each chart.

Monitoring History

Start: 2013-08-25 09:34 Labels
End: 2013-08-26 09:34
Period: Hour |E|

Shortcut: ih 1d 30d

Label: Select. |Z| E
‘;a- 0.5
FILTERS o =
O GROUPS i
(W] Default 12:00 15:00
[H] HOSTS

gardon-1.marklogic.com
[ gordon-3.marklogic.com
SERVERS

Admin

App-Services
HealthCheck

Manage

saL o N
TaskServer

WebDav

XDBC

;

Select only this Host and show its Forest data in charts. l

—

0.5

ME{sec

12:00 15:00
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To return to the aggregate view, click on Aggregate button on an expanded Host. Doing so will
also apply al pending filter changes to the displayed charts.

Monitoring History

B < DisKs DETAIL (FORESTS)

Start: 2013-08-25 09:34 | Labels
End: 2013-08-26 09:34 |
Period: 'Hour (=]

Journal Write Rate

Shortcut: ih  id 0d 1

Label: |Se|ect... El
0.5

[ GROUPS 0
li‘ Default v 12:00 15:00
[m] HOSTS \J
gordon-1.marklogic.com Save Write Rate
gordon-3.marklogic.com
[m| SERVERS ?’J
Admin [ Show aggregated Forest data for this Host in charts. ]
App-Senices -5. 05
HealthCheck =
Manage
SaL 0
TaskServer
WebDav
¥DBC Query Rate

MEfsec

1

12:00 15:00
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3.8.2 CPU Performance Data

The Overview page displays a graph of the aggregate performance data for the CPUs used by the
hosts selected in thefilter.

3 CPU v
« User
10 «— Mice
System
| User | /O Wait
- /\—.——a———/“\ ST ]{} - RQ

Steal

—
e ———
————————

0 [ e sS—— - - - - + —— = s s = 0= . —]

12:00 15:00 18:00 21.00 14. Aug 03.00 0600 09:00

Asdescribed in “Viewing Monitoring History” on page 34, you can hover on aperiod point to
view what CPU operation was taking place at that point in time. Each performance metric in the
CPU Overview chart is described in the following table.

Metric Description
User Total percentage of CPU used running user processes that are not niced.
Nice Total percentage of CPU used running user processes that are niced.

System Total percentage of CPU used running the operating system kernel and its
processes.

I/O Wait | Total percentage of CPU time spent waiting for 1/O operations to complete.

IRQ Total percentage of CPU utilization for servicing soft interrupts.

Steal Total percentage of CPU ‘stolen’ from this virtual machine by the hypervisor for
other tasks (such as running another virtual machine).
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Click on the arrow in the upper left-hand section of the CPU graph in the Overview page to view
graphs that present more detailed CPU performance metrics. The charts on the CPU DETAIL
page are described in the following table.

Chart Description

I/0O Wait | The percentage of CPU used waiting for 1/O operations to complete for each host.

User The percentage of CPU used running user processes that are not niced for each host.

System | The percentage of CPU used running the operating system kernel and its processes
for each host.

Nice The percentage of CPU used running user processes that are niced for each host.

Steal The percentage of CPU ‘stolen’ from this virtual machine by the hypervisor for
other tasks (such as running another virtual machine) for each host.

Idle The percentage of CPU that is not doing any work for each host.

IRQ The percentage of CPU servicing soft interrupts for each host.
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3.8.3 Memory Performance Data

The Overview page displays a graph of the aggregate performance data for the Memory used by
the hosts selected in the filter.

3+ MEMORY v

GB

-~ ~ - - - o B — s

09:20 09:30 0940 09:50 10:00 10:10

+ Page-In Rate

4k + Page-Out Rate
Swap-In Rate

= Swap-Out Rate

[\

09:20 09:30 0940 09:50 10:00 10:10

sfse

2k

page

Ok

As described in “Viewing Monitoring History” on page 34, you can hover on aperiod point to
view what CPU operation was taking place at that point in time. Each chart and associated
performance metrics are described in the following table.

Chart Description
Memory Footprint | The total amount (in GB) of memory consumed by all of the hostsin the
cluster.
The displayed metrics are:

* RSS: Thetotal amount of GB of Process Resident Size (RSS)
consumed by the cluster.

* Anon: The total amount of GB of Process Anonymous Memory
consumed by the cluster.

Memory Size The amount of space forest data files take up in memory.
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Chart Description

Memory 1/0O The number of pages per second moved between memory and disk.
The displayed metrics are:
» Page-In Rate: The page-in rate (from Linux /proc/vmstat) for the

cluster in pages/sec.

» Page-Out Rate: The page-out rate (from Linux /proc/vmstat) for
the cluster in pages/sec.

* Swap-In Rate: The swap-in rate (from Linux /proc/vmstat) for the
cluster in pages/sec.

* Swap-Out Rate: The swap-out rate (from Linux /proc/vmstat) for
the cluster in pages/sec.

Virtual Memory Size of virtual memory used by different objects and processes; includes:

» DataFiles: Size of virtua memory mapped to datafiles.
» Forests: Size of virtual memory used by forests.

* Unclosed Stands: Size of virtual memory used by unclosed
stands.

» Caches. Size of virtual memory used by caches.

* Registered Queries: Size of virtual memory used to store
registered queries.

* Joins: Size of virtual memory used for join processing.
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Click on the arrow in the upper left-hand section of the MEMORY graph in the Overview page to
view graphs that present more detailed MEMORY performance metrics. The charts on the
MEMORY DETAIL page are described in the following table. The displayed metrics are drawn
from /proc/vmstat.

Chart Description

RSS The amount of GB of Process Resident Size (RSS) for each host in the
cluster.

Anon The amount of GB of Process Anonymous Memory for each host in the
cluster.

Process Size The number of MB of total process memory for the MarkL ogic process.

Huge Pages The size of huge pages for the MarkLogic processin MB. Available on
Linux platform. Sum of Sizes after /anon_hugepagein
/proc/[MLpid]/smaps.

System Free The free system memory in MB. MemFree from /proc/meminfo on Linux,

Memory m.ull Avail Phys from Global M emoryStatusEx(m) on Windows.

Page-In Rate The page-in rate (in pages/sec) for each host in the cluster.

Page-Out Rate The page-out rate (in pages/sec) for each host in the cluster.

Swap-In Rate The swap-in rate (in pages/sec) for each host in the cluster.

Swap-Out Rate | The swap-out rate (in pages/sec) for each host in the cluster.

DataFile Size of virtual memory mapped to datafiles.

Memory

Forest Memory | Size of virtual memory used by forests.

Unclosed Stand | Size of virtual memory used by unclosed stands.

Memory

Cache Memory | Size of virtual memory used by caches.

Registered Size of virtual memory used to store registered queries.

Query Memory

Join Memory Size of virtual memory used for join processing.
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3.84 XDQP Server Requests Performance Data

The Overview page displays a graph of the aggregate performance data for the XDQP Server
Requests processed by the hosts selected in the filter.

+ XDQP SERVER REQUESTS v

sec

requests /

26. Mar

Each chart and associated performance metrics are described in the following table.

Chart Description
XDQP Server Number of XDQP requests processed per second.
Request Rate
XDQP Server Average response time to XDQP requests from other nodes.
Request Time

Click on the arrow in the upper left-hand section of the XDQP SERVER REQUESTS graphinthe
Overview page to view graphs that present more detailed performance metrics. The charts on the
XDQP SERVER REQUESTS DETAIL page are described in the following table.

Chart Description
XDQP Server Number of XDQP requests processed per second.
Request Rate
XDQP Server Average response time to XDQP requests from other nodes.
Request Time
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3.8.5 Server Performance Data

The Overview page displays graphs of the aggregate performance data for the App Servers
selected in the filter.

¥+ SERVERS

1800 21:00 12. Aug 03:00 06:00 09:00 12:00 15:00

The Overview page displays the charts described in the following table.

Chart Description

App Server Request Rate | The total number of requests being processed per second, across

all of the App Servers.

App Server Latency The average time (in seconds) it takes to process queries, across

all of the App Servers.

Task Server Queue Size The number of tasksin the Task Server queue.

Expanded Tree Cache The number of times per second that queries could use (Hits) and
Hits/Misses

could not use (Misses) the expanded tree cache.

With the exception of the Task Server Queue Size chart, which only displays the queue size for
the one task server, the color-coded metrics for the server charts are as shown in the following

table.
Metric Description
HTTP The metricsfor the HTTP servers.
ODBC The metrics for the ODBC servers.
WebDAV The metrics for the WebDAV servers.
XDBC The metrics for the XDBC servers.
Task The metrics for the Task server.
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Click on the arrow in the upper left-hand section of the SERV ERS graph in the Overview page to
view graphs that present more detailed performance metrics for each App Server. The charts
displayed on the SERVERS DETAIL page are described in the following table.

Note: If there are multiple groups defined, server names have the group that they are
associated with in square brackets in the legend and rollovers.

% SERVERS DETAIL Current Display: Start 2013-08-23 1256 End 2013-08-231356 4
Labels >
HTTP 4 of 4 servers shown Y

= Admin
10 = Manage
HealthCheck
= App-Services

requestsfsec

=1

13:00 1310 13:20 1330 13:40 13:50

The number of servers displayed out of the number of servers of each typein the cluster (for
example, HTTP) is shown in the upper right-hand section of each server type group.

HTTP 2 of 4 servers shown Y

-

The following detailed charts are displayed for each type of App Server:

Chart Description
Request Rate The number of queries being processed per second by each App Server.
Latency The average time it takes each App Server to process queries.
Expanded Tree The number of times queries could use the expanded tree cache on each

Cache Rate Hits App Server.

Expanded Tree The number of times queries could not use the expanded tree cache on
Cache Rate Misses | each App Server.

Queue Size (Task | The number of tasksin the Task Server queue on each host.
Server only)
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Chart Description
Send Rate (for any | Throughput of application servers of that type sending data, in
type of App Server | megabytes per second.
except Task
Server)
Receive Rate (for | Throughput of application servers of that type receiving data, in
any type of App megabytes per second.
Server except Task
Server)
3.8.6 Network Performance Data

The network performance data graphs display performance in terms of XDQP reads and writes.
XDQP isthe protocol MarkLogic uses for internal host-to-host communication on port 7999.

The Overview page displays various X DQP performance as the sum of XDQP activity across the
cluster. High XDQP rates are usually not an issue unless they are so high as to saturate your
internal network. Higher usage occurs during data load and query execution. Merges do not

involve XDQP.

Note: If XDQP isexcessively high during loads, running the MarkL ogic Content Pump
(m1cp) with fast forest placement will minimize XDQP communication needs. For
details on the MarkL ogic Content Pump, see Loading Content Using MarkLogic
Content Pump in the Loading Content Into MarkLogic Server Guide.

3+ NETWORK

Foreign XDQP Write
0 MB/sec

« XDOQP Read
« XDOP Write

Foreign XDOF Read
« Foreign XDQP Write

A
-

il ‘—'\_H._._ SO .--ﬂ«.___.--:. = -

e

08:40
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The Overview page displays a chart with the metrics described in the following table.

Metric Description
Network The network traffic between nodes in the cluster. Heavy queries or
ingestion will create a spike.
The displayed metrics are:

* XDQP Read: Thetotal volume of all XDQP reads between
hostsin the cluster. Thisisthe sum of xdgp-client-receive-rate
and xdgp-server-receive-rate.

»  XDQP Write: The total volume of all XDQP writes between
hostsin the cluster. Thisisthe sum of xdgp-client-send-rate
and xdgp-server-send-rate.

* Foreign XDQP Read: The total volume of all XDQP reads by
the hosts in the cluster from aforeign cluster. Thisisthe sum
of foreign-xdgp-client-receive-rate and foreign-xdgp-server-
receive-rate.

» Foreign XDQP Write: The total volume of all XDQP writes
by the hostsin the cluster to aforeign cluster. Thisis the sum
of foreign-xdgp-client-send-rate and foreign-xdqp-server-
send-rate.

Externa KMS Number of requests per second to the external key management
Request Rate Server.

Externa KMS Average round-trip time for arequest to an external key management
Request Time server.

LDAP Request Rate Number of requests per second to the LDAP server.

LDAP Request Time | Average round-trip time for arequest to an LDAP server.
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Click on the arrow in the upper left-hand section of the NETWORK graph in the Overview page
to view graphs that present more detailed performance metrics for each host in the cluster. The
charts displayed on the NETWORK DETAIL page are described in the following table.

Chart Description

XDQP Read Rate The amount of data (in MB/sec) read over XDQP by each host in
the cluster. Thisisthe sum of foreign-xdgp-client-receive-rate
and foreign-xdgp-server-receive-rate.

XDQP Write Rate The amount of data (in M B/sec) written over XDQP by each host
inthe cluster. Thisisthe sum of foreign-xdgp-client-send-rate and
foreign-xdqp-server-send-rate.

XDQP Read Load The execution time (in seconds) of read requests by each host in
the cluster. Thisisthe sum of xdgp-client-receive-load and xdgp-
server-receive-load.

XDQP Write Load The execution time (in seconds) of write requests by each host in
the cluster. Thisisthe sum of xdgp-client-send-load and xdqp-
server-send-load.

Foreign XDQP Read Rate | The amount of data (in MB/sec) read over XDQP by each host in
the cluster from aforeign cluster. Thisis the sum of foreign-xdgp-
client-receive-rate and foreign-xdqp-server-receive-rate.

Foreign XDQP Write Rate | The amount of data (in M B/sec) written over XDQP by each host
in the cluster to aforeign cluster. Thisisthe sum of foreign-xdqp-
client-send-rate and foreign-xdgp-server-send-rate.

Foreign XDQP Read Load | The execution time (in seconds) of read requests by each host in
the cluster from aforeign cluster. Thisisthe sum of foreign-xdgp-
client-receive-load and foreign-xdgp-server-receive-load.

Foreign XDQP Write The execution time (in seconds) of write requests by each host in
Load the cluster to aforeign cluster. Thisis the sum of foreign-xdqp-
client-send-load and foreign-xdqp-server-send-load.

Externa KMS Request Number of requests per second to the external key management
Rate server.

External KM S Request Average round-trip time for arequest to an external key

Time management server.
LDAP Request Rate Number of requests per second to the LDAP server.
LDAP Request Time Average round-trip time for arequest to an LDAP server.
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3.8.7 Database Performance Data
The Overview page displays graphs of the aggregate performance data for all of the databasesin

the cluster.

d DATABASES

10k

v

» Active Fragments
+ Deleted Fragments
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The following table describes the charts displayed in the Databases section of the Overview page.

Chart

Description

Fragments

Displays the aggregate number of fragmentsin all of the databasesin the
cluster.

The displayed lines are:

» Active Fragments: The fragments available to queries.

» Deleted Fragments: The fragments to be deleted during the next
merge operation.

Storage Footprint

Thetotal disk capacity (in GBs) used by all of the databases in the cluster.
The displayed lines are:

 Data Size: The amount of datain the forest data directories.

* Fast Data Size: The amount of datain the forest fast data
directories.

» Large Data Size: The amount of datain the forest large data
directories.
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Chart Description
Lock Rate The number of locks set per second across all of the databases in the

cluster.
The displayed lines are:

* Read: The number of read locks set per second.
*  Write: The number of write locks set per second.
» Deadlock: The number of deadlocks per second.

Lock Wait Load

The aggregate time (in seconds) transactions wait for locks;
The displayed lines are:

* Read: The time transactions wait for read locks.

* Write: Thetime transactions wait for write locks.

Lock Hold Load The aggregate time (in seconds) locks are held.
The displayed lines are:

* Read: Thetimeread locks are held.

* Write: Thetime write locks are held.
Deadlock Wait The aggregate time (in seconds) deadlocks remain unresolved.
Load
Database The amount of data (in MB per second) sent by and received from this
Replication cluster and foreign clusters.

The displayed lines are:
» Database Replication Send: The amount of data sent to foreign
clusters.

» Database Replication Receive: The amount of data received from
foreign clusters.
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Chart Description
List Cache The number of times per second that queries could use (Hits) and could
Hits/Misses not use (Misses) the list cache.
The displayed lines are:
» List Cache Hit Rate: The average number of hits on the list cache.
» List Cache Miss Rate: The average number of misses on the list
cache.

Compressed Tree | The number of times per second that queries could use (Hits) and could

Cache HitsMisses

not use (Misses) the compressed tree cache.
The displayed lines are:

» Compressed Tree Cache Hit Rate: The average number of hitson
the compressed tree cache.

* Compressed Tree Cache Miss Rate: The average number of misses
on the compressed tree cache.

Triple Cache
Hits/Misses

The number of times per second that queries could use (Hits) and could
not use (Misses) the triple cache.

The displayed lines are:

» Triple Cache Hit Rate: The average number of hitson thetriple
cache.

» Triple Cache Miss Rate: The average number of misses on the
triple cache.

Triple Value
Cache HitsMisses

The number of times per second that queries could use (Hits) and could
not use (Misses) the triple value cache.

The displayed lines are:

» Triple Value Cache Hit Rate: The average number of hits on the
triple value cache.

» Triple Value Cache Miss Rate: The average number of misses on
the triple value cache.
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Click on the arrow in the upper left-hand section of the DATABASES graph in the Overview page
to view graphs that present more detailed performance metrics for each database. The charts
displayed on the DATABASES DETAIL page are described in the following table. The metrics
for each database in the cluster are displayed as a separate line.

Chart

Description

Active Fragments

The number of active fragments (the fragments avail able to queries)
in each database.

Deleted Fragments

The number of deleted fragments (the fragments to be removed by
the next merge operation) in each database.

Data Size The amount of data in the data directories of the forests attached to
each database.

Fast Data Size The amount of data in the fast data directories of the forests attached
to each database.

Large Data Size The amount of datain the large data directories of the forests attached
to each database.

Read Lock Rate The number of read locks set per second on each database.

Write Lock Rate

The number of write locks set per second on each database.

Deadlock Rate The number of deadlocks per second on each database.

Read Lock Wait Load | The time (in seconds) transactions wait for read locks on each
database.

Write Lock Wait Load | Thetime (in seconds) transactions wait for write locks on each
database.

Deadlock Wait Load The aggregate time (in seconds) deadl ocks remain unresolved on
each database.

Read Lock Hold Load | Thetime (in seconds) read locks are held on each database.

Write Lock Hold Load

The time (in seconds) write locks are held on each database.

Database Replication
Send Rate

The amount of replication data (in MB per second) sent by each
database to foreign clusters.

Database Replication
Receive Rate

The amount of replication data (in MB per second) received by each
database from foreign clusters.

Database Replication
Send L oad

The time (in seconds) it takes each database to send replication data
to foreign clusters.
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Chart

Description

Database Replication
Receive Load

The time (in seconds) it takes each database to receive replication
data from foreign clusters.

Database Replication
Lag

The amount of time, in seconds, that the replica database is lagged
behind the master database.

List Cache Hit Rate

The number of times per second that queries could use (Hits) the list
cache. The average number of hits on the list cache.

List Cache Miss Rate

The number of times per second that queries could not use (Misses)
the list cache. The average number of misses on the list cache.

Compressed Tree The number of times per second that queries could use (Hits) the

Cache Hit Rate compressed tree cache. The average number of hits on the
compressed tree cache.

Compressed Tree The number of times per second that queries could not use (Misses)

Cache Miss Rate the compressed tree cache. The average number of misses on the

compressed tree cache.

Triple Cache Hit Rate

The number of times per second that queries could use (Hits) the
triple cache. The average number of hits on the triple cache.

Triple Cache Miss Rate

The number of times per second that queries could not use (Misses)
the triple cache. The average number of misses on the triple cache.

Triple Vaue Cache Hit
Rate

The number of times per second that queries could use (Hits) the
triple value cache. The average number of hits on the triple value
cache.

Triple Value Cache

The number of times per second that queries could not use (Misses)

Miss Rate the triple value cache. The average number of misses on thetriple
value cache.

Reindex Refragment The rate of reindexing and refragmenting.

Rate

Rebalance Rate The rate of rebalancing.
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3.9 Exporting and Printing Monitoring History
You can export and print your monitoring history data.

To export the monitoring history data to an Excel Spreadsheet file, click the Export at the upper-
right portion of the Monitoring History page.

tion Manager Monitoring E Admin

Server Time: 09:42:18 @Ex@-:n (= Print
Current Display: Start 2013-08-15 0846 End 2013-08-15 08:47 %
The metrics are displayed in separate tabs at the bottom of the spreadsheet.

To print out the charts displayed on the current page, click Print. Thiswill open the printer dialog
page from which you can print the charts.

n Manager Monitoring ¥V E Admin 1, admin f.:z:! Help

Server Time: (09:43:07 ¢&l Export !.Pﬁint

Current Display: Start 2013-08-15 0846 End 2013-08-15 08:47 %

Using Ops Director to Monitor History

You can aso use Ops Director to monitor MarkL ogic Server. For more information, see the Ops
Director Guide.

MarkLogic 9—May, 2017 Monitoring MarkL ogic Guide—Page 67



MarkLogic Server Telemetry

4.0 Telemetry

The MarkL ogic telemetry feature provides faster, more compl ete communication with MarkL ogic
Support to facilitate the resolution of issues. If enabled, the telemetry feature collects, encrypts,
packages, and sends diagnostic and system-level usage information about MarkL ogic clusters
with minimal impact to performance. Telemetry sends information about your MarkL ogic Servers
to a protected and secure location where it can be accessed by MarkL ogic Support to facilitate
troubleshooting and monitor performance. No application data is collected or sent.

Telemetry datais collected from:

e System Error Logs
* Metering Data
» Configuration Data

This chapter describes telemetry and includes the following sections:

e Understanding Telemetry

¢ Configure Telemetry in the Admin Ul

* Example—Telemetry

e  Configure Telemetry With XQuery

* Baseline System Information

e Upload a Support Request to Support

* APIs for Telemetry

¢ Interactions With Other MarklLogic Features

4.1 Understanding Telemetry

If telemetry is enabled, MarkLogic Server registers with awell-known endpoint. Datais collected
from each host in a cluster: log records from the Error |og (Errorrog. txt Which contains system
logs), monitoring history and usage data (XML documents from the Meters database), and
application and host config files from pata/+.xm1, including license key feature and entitlement
info. Personally Identifiable Information (PI1) and Application data have been physically split
from System data (into application-specific log files), and are not collected. Only System datais
collected for Telemetry. Telemetry datais sent to secured cloud storage in a protected location.
See “Viewing Monitoring History” on page 34 for more about monitoring history and the Meters
database.
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The type and granularity of data sent viatelemetry is configurable. You can:
» Enable/disable log data: to collect log data; you can select values for the level of logging
from fine through debug to emergency levels

» Enable/disable metering history data: to collect metering history data at the level you
choose

» Enable/disable host/cluster configuration data: to collect any changes to configuration
files

The MarkL ogic telemetry feature enables you to send relevant historical datato MarkLogic
Support to facilitate troubleshooting and resolution of issues.

4.2 Configure Telemetry in the Admin Ul
To configure telemetry for your MarkL ogic cluster, see the following sections:

* Enable Telemetry on the Group Configuration Page

e Telemetry on the Support Page

4.2.1 Enable Telemetry on the Group Configuration Page

To enable telemetry from the Admin Ul, navigate to the Group Configuration page and set the
telemetry levelsfor logs, metering, and configuration changes.

1 In the Admin Ul, click Groupsin the left tree menu.

2. On the Group Configuration page, scroll down to the Telemetry options.

telemetry log level info -

The minimum log level for log messages collected by telemetry. A value of 'disabled”
dizsables all telemetry use of log data.

telemetry metering daily -
The type of metering data collected by telemetry.

telemetry config infrequent -
The type of configuration data collected by telemetry.

telemetry proxy
The URL of the local telemetry proxy.

Each of these types of telemetry can be configured individually. For example, you can
configure telemetry for metering and not configure telemetry for log level or config.
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Select the type and level of MarkL ogic telemetry you want to enable (logging, metering,
or configuration information) from the drop-down menu next to the option.

Telemetry log level: Enable and configure the log messages collected by telemetry.
Possible values are finest, finer, fine, debug, config, info, notice, warning, error, critical,
aert, emergency, or disabled. The default isdisabled. A value of “disabled” disables al
telemetry use of log data. We recommend setting log level to debug or config, as these
values will allow MarkLogic Support to better assist and troubleshoot tickets.

Telemetry metering: Enable telemetry for metering information. Possible values are raw,
daily, hourly, or disabled. The default is disabled. A value of “disabled” disables al
telemetry use of metering data. We recommend a setting of hourly or daily, asthese values
will allow MarkL ogic Support to better assist and troubleshoot tickets.

Telemetry config: Enable telemetry for any configuration changesin the cluster. Possible
values are frequent, infrequent, or disabled. The default is disabled. A value of “disabled”
disables all telemetry use of configuration data. We recommend a setting of infrequent, as
these values will allow MarkLogic Support to better assist and troubleshoot tickets.

Note: Thelevel set for each telemetry setting affects the amount of data collected and has
asmall impact on storage and network use. Telemetry may use up to a maximum
of 20GB of storage in the Stage directory, though typically the volume will be less
than 100M B.

Telemetry proxy: The URL of the local telemetry proxy. The proxy URL should start
with https://, for example, https://proxy.marklogic.com:8080. If you don't speC|fy the
port number, it assumes the proxy server is listening on port 8080.

The system baseline data, which is sent regardless of what type of telemetry is enabled, includes
the following information: system data (hostid, clusterid, license) and Standard HTTP Headers
added by the system and internet routers (IP address, content type, and so on). Data containing
Personally Indentifiable Information (PI1) is not collected.

o, if telemetry metering is enabled, the Usage and Feature Metrics data will be sent. The actual
datain the Usage and Feature Metricsfilesis very small and consists of two types of data - Usage
data (collected once an hour), which includes afew core values like OS, Memory size, License
Key, and so on, and Feature Metrics (also collected once an hour), which is a set of name-counter
pairs for feature usage.

A feature usage example would be measuring to see if the Optic API isbeing used. This helps
MarkL ogic understand the adoption of new features and guide us on how to improve the product.

See Log Files in the Administrator’s Guide for more about log files and log level descriptions. See
“Monitoring MarkLogic Server” on page 5 for more about metering information.
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4.3 Example—Telemetry

This simple example shows how telemetry works by having you configure telemetry and then
viewing the information that would be sent, either locally or in abrowser.

For this example, perform these steps:

1. Configure telemetry - see “Enable Telemetry on the Group Configuration Page” on
page 69 for details.

2. Let your system run for 10-15 minutes to generate data and then change the log level or
make another configuration change to your system.

3. To view the output, you can see the staged messages being collected to be uploaded in
/var/opt /MarkLogic/stage (Config, Logs, Meters). See*View Staged Telemetry Files’ on
page 71.

Note: Checking the locally staged files will not work if you have encryption at rest
enabled. Encryption settings apply to all staged files, if enabled See Encryption at
Rest in the Security Guide for more information.

4.3.1 View Staged Telemetry Files

To see the files being staged locally for telemetry, navigate to /var/opt /MarkLogic/Stage/Logs.
Typetail -f ErrorLog.txt |grep -i telemetry and pressreturn. When telemetry isenabled this
will show arunning log of the data being that is being collected and uploaded every 5 minutes.

This example shows when data that has been sent to telemetry:

[localhost Logs]$ tail -f ErrorLog.txt |grep -i telemetry

2017-02-14 10:40:47.001 Info: Uploaded 47 records, 1 MB of Config Files
to Telemetry

2017-02-14 10:40:47.972 Info: Uploaded 4 records, 1 MB of Meters Data
to Telemetry

2017-02-14 10:40:48.794 Info: Uploaded 64 records, 1 MB of Error Logs
to Telemetry
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You can aso view the data that is being collected in the log files using Query Console. Type the
following into the Query Console:

xdmp:logfile-scan("/var/opt/MarkLogic/Logs/ErrorLog.txt")

The output will look similar to the following:

Run (») ] Result | Auto | Raw B profile | [=JExplorer

Returned sequence of 105 items in 0.584 ms
2017-03-24 01:11:00.226 Info: Saving /var/opt/MarkLogic/Forests/Meters/00000018 string as | Text E\

2017-03-24 01:11:00.750 Info: Saved 11 MB in 1 sec at 21 MB/sec to /var/opt/MarkLogic/Forests/Meters/00000018 string as | Text E\

I

2017-03-24 01:11:00.790 Info: Merging 33 MB from /var/opt/MarkLogic/Forests/Meters/00000018, /var/opt/MarkLogic/Forests/Meters/0D0000018, string as|Text [¥|
and /var/opt/MarkLogic/Forests/Meters/00000017 to /var/opt/Marklogic/Forests/Meters/0000001b, timestamp=14903424003557030

2017-03-24 01:11:02.233 Info: Merged 33 MB in 1 sec at 23 MB/sec to /var/opt/MarkLogic/Forests/Meters/0000001kb string as | Text E\
2017-03-24 01:11:05.192 Info: Deleted 19 MB at 6256 MB/sec /var/opt/MarkLogic/Forests/Meters/00000018 string as | Text E\
2017-03-24 01:11:05.194 Info: Deleted 11 MB at 4555 MB/sec /var/opt/MarklLogic/Forests/Meters/00000019 string as | Text E\
2017-03-24 01:11:05.197 Info: Deleted 11 MB at 4409 MB/sec /var/opt/MarkLogic/Forests/Meters/00000017 string as | Text E\
2017-03-24 03:10:01.145 Info: Saving /var/opt/MarkLogic/Forests/Meters/0000001a string as [ Text [ 7|
2017-03-24 03:10:01.672 Info: Saved 11 MB in 1 sec at 21 MB/sec to /var/opt/MarkLogic/Forests/Meters/0000001a string as | Text E\
2017-03-24 05:11:00.818 Info: Saving /var/opt/MarkLogic/Forests/Meters/0000001c string as | Text E‘
2017-03-24 05:11:01.387 Info: Saved 11 MB in 1 sec at 19 MB/sec to /var/opt/MarkLogic/Forests/Meters/0000001c string as | Text E\

2017-03-24 05:11:01.424 Info: Merging 129 MB from /var/opt/MarkLogic/Forests/Meters/00000013, /var/opt/MarkLogic/Forests/Meters/0000001b, string as |Text E\
/var/opt/MarkLogic/Forests/Meters/0000001c, and /var/opt/MarkLogic/Forests/Meters/0000001a to /var/opt/MarkLogic/Forests/Meters/0000001e,
timestamp=1490356B008236460

2017-N11-24 N85+11:07 Q14 Trfar Marmad 122 MR in 7 ==r 2+ 20 MR/=ar +n frariant Marklams </ Parasse Matare /A00000T ctrine ae [Taw Tl

Note: Checking the locally staged log files will not work if you have encryption at rest
enabled for log files. See Configuration File and Log File Encryption Options in the
Security Guide for more information.

To see the log data being collected for telemetry (which may different from the file log
ErrorLog. txt data dueto different log file settings), use this query:

xdmp:logfile-scan (" /var/opt/MarkLogic/Stage/Logs/ErrorLog.txt")
Or more generaly:

xdmp:logfile-scan (xdmp:data-directory () | | "/Stage/Logs/ErrorLog.txt")

4.3.2 Encryption of Staged Files

If you have enabled encryption at rest for your log files and/or configuration files, these files will
be encrypted while they are staged, prior to being uploaded. The staged files can be found in
/var/opt/MarkLogic/Stage. The encryption process is transparent to the user. See Encryption at
Rest in the Security Guide for more information about file encryption.
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4.4 Telemetry on the Support Page

To verify the MarkL ogic telemetry data being collected or see a sample of what is being sent,
check the Telemetry section on the Support page. To navigate to the Support page in the Admin
Ul, click the Support tab.

gre——— gr=Tu gre N (TN T

ok cancel

support request — Coliect information about your system for MarkLogic Support.

TELLE @/ host ' cluster

D status only '@/ status and system logs status and all logs
version 9 jatest () all

destination D prowser | file upload to MarkLogic Secure Storage

Telemetry — For faster response to your call to MarkLogic Support, configure telemetry-log-level in the Group
Settings page.

Error Logs Telemetry is enabled at log-level: info Your log is now available to MarkLogic Support when you open a case.
Consider setting telemetry-log-fevel in the Group Settings page to debug so MarkLogic Support has more detail
available.

Metering Telemetry is enabled at level: daily Your metering data is now available to MarkLogic Support when you open a
case.

Consider setting telemetry-metering in the Group Settings page to raw with at least 7 days refention to provide
more detail.

Configuation Telemetryis enabled at level infrequent Your configuration data is available to MarkLogic Support when you
open a case.

Upgrade — The upgrade logic runs automatically when Markl ogic Server is upgraded, and there is normally no

need to run the upgrade logic manually. Upgrade

ok cancel

The top part of this page is used to create Support Request information, and is independent of
Telemetry data files, which are sent continuously once enabled. The Support Request datais a
snapshot of the system information that can be sent to MarkL ogic secure storage on demand.

In the Telemetry section, you can verify the information that telemetry has collected to send on a

scheduled basis, and check the current telemetry status for the different types of data. To change
the configuration, click the hyperlink next to each telemetry option. You can also:
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» Enable or disable collection of different types of telemetry on the Group Settings page by
clicking the link next to each type.

» Check thelevelsfor the types of datato collect for telemetry: log messages, metering data,
and configuration information. Y ou can set these on the Group Settings page. See “Enable
Telemetry on the Group Configuration Page” on page 69 for details.

After you have configured your telemetry settings on the Group Setting page, the information will
be displayed on this page, and collected and sent automatically in the background. You can
manually upload support request datato MarkL ogic Support by selecting the radio button next to
“upload to MarkL ogic Secure Storage” and clicking the ok button. The Support Request
confirmation screen will be displayed when the upload is complete.

Support Upload requested

The information was saved and will be uploaded MarkLogic Secure
Storage.

If you have a maintenance contract, you will need to include your
cluster ID and the approximate time in an email to
"support@marklogic.com” when requesting assistance.

Cluster ID:  2759637833839867401

Current

N 2017-02-08 12:21-08:00
Time:

ok

The confirmation includes the cluster 1D for the Support Request information and a timestamp.
Include thisinformation in your email to MarkLogic Suppport. Support will also need to know the
time of the incident or the when the issue was first noticed. See “Upload a Support Request to
Support” on page 77 for more information.

Note: Telemetry datais collected only after you enable the telemetry settings. We

recommend that you enable telemetry as anormal practice, so that you have the
system information available as part of a Support request should you have anissue.
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4.5 Configure Telemetry With XQuery

You can also configure telemetry using the Telemetry APIs. See“ APIsfor Telemetry” on page 78
for the complete list. Here are are a few examples of configuring telemetry using XQuery. You
can run these examples in the Query Console. To set the telemetry log level with XQuery:

xquery version "1.0-ml";
import module namespace admin = "http://marklogic.com/xdmp/admin"
at "/MarkLogic/admin.xgy";

let Sconfig := admin:get-configuration /()

let S$groupid := admin:group-get-id($config, "Default")

let svalue := "finest™"

let stlogconfig := admin:group-set-telemetry-log-level (Sconfig,
Sgroupid, s$value)

return

admin:save-configuration ($Stlogconfig)

To check the telemetry log configuration, use this query:

xquery version "1.0-ml";
import module namespace admin = "http://marklogic.com/xdmp/admin"
at "/MarkLogic/admin.xqy";

let $config := admin:get-configuration/()
let s$groupid := admin:group-get-id($config, "Default")
return

admin:group-get-telemetry-log-level (Sconfig, S$groupid)
=>
finest

To see the type of metering data that is being collected by telemetry, you can use the
admin:group-get-telemetry-metering function.

xquery version "1.0-ml";
import module namespace admin = "http://marklogic.com/xdmp/admin"
at "/MarkLogic/admin.xqy";

let $config := admin:get-configuration/()
return
admin:group-get-telemetry-metering($config,

admin:group-get-id($config, "Default"))
=>

daily
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To seethe type of proxy server URL that is being used by telemetry, you can use the admin : group-
get-telemetry-proxy function.

xquery version "1.0-ml";
import module namespace admin = "http://marklogic.com/xdmp/admin"
at "/MarkLogic/admin.xqy";

let $config := admin:get-configuration/()
return
admin:group-get-telemetry-proxy ($config,

admin:group-get-id($config, "Default"))
=>

"https://proxy.marklogic.com:8080"

4.6 Baseline System Information

Baseline system information is sent whenever telemetry is on. The system baseline data, which is
sent regardless of what type of telemetry is enabled, includes the following information: system
data (hostid, clusterid, license) and Standard HT TP headers added by the system and internet
routers (I P address, content type, and so on). Data containing Personally Identifiable Information
(PI1) is not collected.

If telemetry metering is enabled, metering datawill be collected as part of the baseline
information that is sent.

4.6.1 Metering Data

To view the metering data that is being collected as part of the baseline system information, you
can use the Query Console. To see the data do the following:

1 In the Query Console, select the Meters database.

2. Click the Explore button.

3. You will seefilesending in “-raw.xml”, “-hourly.xml”, and “-day.xml”. Filenames ending
in“-raw.xml” are collected every minute, if telemetry is enabled. Filenames ending in “-
hour.xml” are collected hourly, and those ending in “-day.xml” are collected daily. There
may also befilesending in “features.xml”.

Note the size of the data that is returned.

*  Hour =60 * minutes
* Day=24* hours* 3600 * minutes.

Hourly and Daily metering is very small, while raw datais much larger.
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4.7 Upload a Support Request to Support

When you contact Support (https:/help.marklogic.com/) you may be asked to create a Support
Request (Support Dump) for your MarkL ogic installation to help diagnose and solve the issue.
The Support Request can be configured to send information about the host, or the whole cluster.
You can select the level of detail to provide and which version (current or al) of the status and/or
system logs to send. The Support Request is a snapshot of a point in timein your MarkLogic
environment, and includes status information, log files, configuration files, and other information.
Depending on what options you select, the Support Request will collect the latest, or all versions
of the selected options (status, logs, config files). See “ Telemetry on the Support Page” on

page 73 for option details. These files are read from disk and can be reviewed by opening the data
di rectory located at /var/opt/MarkLogic OF C:\Program Files\MarkLogic\Data.

Telemetry datafiles, in addition to the Support Request data mentioned in the previous paragraph,
will help MarkL ogic Support determine root causes for issues. Telemetry, if enabled, sends a
packet of current information on a scheduled basis about a MarkL ogic cluster (node) to the
secured cloud storage. MarkL ogic Support can then retrieve historic information about the
MarkL ogic environment from the day telemetry was enabled. This helps Support to identify at
what point in time the reported issue started and determine the possible root cause. The Support
Reguest snapshot and telemetry stream are independent of one another. However, since telemetry
data captures information about your system as snapshots of “current” data on aregular basis,
enabling telemetry early before issues arise, is the key to leveraging this feature.

When providing information for a Support request, you should only provide to MarkL ogic
information that is required to provide Support and which is cleared of confidential or other
sensitive information. MarkL ogic does not require Protected Health Information (PHI), Payment
Card Industry (PCl) information, or Personally Identifiable Information (PII) to provide Support
Services and you should not forward any of such types of information to MarkLogic in
connection with a Support request. At all times, information provided to MarkL ogic in the course
of Support will be handled in accordance with the Privacy Policy available here:
http://www.marklogic.com/privacy-policy/. Similarly, any information collected via telemetric
functionality enabled by users of MarkL ogic Server will be handled in accordance with the
above-referenced Privacy Policy.

To create and upload a Support Request, navigate to the Support tab. When selecting the Support
information, click the “upload to MarkL ogic Secure Storage” radio button. The contents will be
uploaded to a secure server where MarkLogic Support can access the information.

In addition, you will be asked to send an email to Support with your cluster ID and the
approximate time and date of the Support Request. Thisinformation is available to you as part of
the Support Request confirmation screen. Support will also need to know the time the incident
first occurred or first was noticed. See “Telemetry on the Support Page” on page 73 for an
example of the Support Request Saved confirmation screen, which includes the cluster ID, along
with time and date information. You can aso find the cluster ID through the Admin Ul by
clicking on Clusters on the |eft tree menu. The cluster ID islisted on the Cluster Summary View

page.
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4.8 APIs for Telemetry

These APIs are available for managing the telemetry functionality, both Admin APIs and REST
Management APIs.

48.1

4.8.2

Admin APIs

admin:

admin:

admin:

admin:

admin

admin:
admin:
admin:
admin:

admin:

REST Management APIs for Telemetry

group-set-telemetry-log-level
group-get-telemetry-log-level
group-set-telemetry-config

group-get-telemetry-config

:group-set-telemetry-metering

group-get-telemetry-metering
group-set-telemetry-proxy
group-get-telemetry-proxy
group-set-telemetry-session-endpoint

group-get-telemetry-session-endpoint

Telemetry

You can use the REST API for Telemetry management. The REST Management APIs provide the
same functionality as the XQuery APIs covered in “Admin APIS’ on page 78. The security
endpoint is used to by the REST Management APIs to manage telemetry.

GET: /manage/v2/security/properties

PUT: /manage/v2/security/properties

GET: /manage/v2/logs

POST: /manage/v2/logs
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4.9 Interactions With Other MarkLogic Features

The following section describes possible feature interactions between telemetry and other
MarkL ogic features.

49.1 Encryption at Rest

Telemetry follows the encryption settings for the group for all temporary datathat is stored on
disk as configured for:

“User Data” --> Metering
“Config Data’ --> Config Data
“Log Data’ --> Error Logs

See “Encryption of Staged Files’ on page 72 for more details about the encryption of telemetry
data. For more information about encryption, see Encryption at Rest in the Security Guide.

4.9.2 Rolling Upgrades

During arolling upgrade, before the cluster has been commited to the new version of MarkLogic
(9.0-1 or later), any node that has been upgraded to the newer version, will be in read-only mode
until the upgrade is commited. Thisis so that no configuration file changes can be madein a
mixed cluster (for example 8.0-7 ->9.0-1) before the upgrade is compl eted.

4.9.3 Support Uploads

Telemetry settings do not interfere with manually initiated uploads of Support Requests using the
Support tab in the Admin Ul. These uploads will work whether or not telemetry is enabled.

Page 79—Monitoring MarkL ogic Guide



MarkLogic Server Using the Management API

5.0

Using the Management API

The Management API isa REST-based API that alows you to access MarkLogic Server
instrumentation with no provisioning or set-up. The API provides the ability to easily capture
detailed information on MarkLogic Server objects and processes, such as hosts, databases,
forests, App Servers, groups, transactions, and requests, from awide variety of tools. The
Monitoring Dashboard described in this guide isimplemented on top of the Management API.

This chapter describes how to use the Management APl to obtain monitoring data from
MarkLogic Server. This chapter includes the following sections:

5.1

Terms used in this Chapter

Overview of the Management API

Security

Management API Requires Writing to the App-Services Database

Resource Addresses

Obtaining the Options Node for a Resource Address

Specifying the Management API Version

Specifying Parameters in a Resource Address

Interpreting the Output

Terms used in this Chapter

An Object is acomponent of interest in MarkLogic Server, such as a cluster, host, App
Server, or database.

A Processisarequest or transaction in MarkLogic Server.

Monitor Content isthe XML, HTML, or JSON structure that represents the data returned
by the Management API.

A Monitor Application can be any application that requests and makes use of monitoring
data, such as a Web browser, a plugin for an existing monitoring tool, or the Monitoring
Dashboad described in “Using the MarkL ogic Server Monitoring Dashboard” on page 15.

The Monitor Host is the host in the MarkL ogic Server cluster that exposes the
Management API to respond to requests for monitoring content from a monitor
application.

The Manage App Server isthe App Server on the Monitor Host that is configured to
handle monitor requests. The Manage App Server is bound to port 8002 and is the App
Server used by the Monitoring Dashboard.
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* REST stands for Representational State Transfer, which is an architectural style that, in
the context of monitoring MarkL ogic Server, describes the use of HTTP to make calls
between a monitoring application and monitor host.

* A Resourceisan abstraction of aMarkLogic Server object, as represented by the REST
architecture.

* A Resource Addressisa URL that identifiesaMarkLogic Server resource. The resource
addresses are described in “Resource Addresses’ on page 83.

* A \iew isthe returned monitoring information about a resource. You can have different
views of the same resource. A view can be for a single resource (known as an item view)
or anumber of resources (known asalist view).

* A Representationisaview of aresource in aparticular format, such as XML, HTML, or
JSON.

* A Parameter isan addition to the end of aresource addressto filter and/or format the view
returned from MarkL ogic Server. Parameters are expressed as query stringsin the URL
and are described in “ Specifying Parameters in a Resource Address’ on page 85.

* AnEndpoint is an XQuery module on MarkL ogic Server that isinvoked by and responds
to an HTTP request for monitoring information.

* A Pluginisan XQuery module that provides extension capabilities using the Plugin
framework described in the System Plugin Framework chapter in the Application
Developer’s Guide.
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5.2 Overview of the Management API

The Management API isimplemented on top of the REST Library described in Creating an
Interpretive XQuery Rewriter to Support REST Web Services in the Application Developer’s Guide.
Requests to monitor an object in MarkL ogic Server are made by means of a resource address that
returns a view containing the monitor data for the object. The view can be returned in various
formats, such as XML, HTML, or JSON.

Every resource address in the Management API invokes a monitoring endpoint, which isan
XQuery module on the target MarkL ogic Server host. The monitoring endpoints are invoked by a
resource address in an application, such as a browser. The Management APl uses the REST
library to validate the request, authorize the user, and rewrite the resource address to one
understood by the monitoring framework before invoking the endpoint module. The endpoint
module returns the monitoring data for the resource to the application.

Application Host Monitor Host in MarkLogic Cluster
Monitor Application Management API

http://monitor_host:8002/manage/L ATEST/ |— REST library

Endpoint

Returned Monitor Content -

5.3 Security

As described in “Monitoring Tools and Security” on page 7, client access to a Management API
and endpoints requires that they authenticate as a user with the manage-user role. If custom Plugin
code requires additional privileges, you can create and assign a custom role to users of the
Management APl to enable that functionality.

If you have enabled SSL on the manage App Server, your resource address must start with HTTPS,
rather than HTTP, and you must have a MarkL ogic certificate authority on your browser, as
described in Accessing an SSL-Enabled Server from a Browser or WebDAV Client in the Security
Guide.

5.4 Management APl Requires Writing to the App-Services Database

The Management API sometimes writes documents to the App-Services database for internal
purposes, and it therefore assumes that the App-Services database is writable. On each cluster in
which the Management API runs (which might include areplicacluster), it requires awritable
view of the App-Services database. The App-Services database is used to store data used by
various MarkL ogic applications, such as Query Console. For these reasons, MarkL ogic
recommends that you do not replicate the A pp-Services database using database replication. If the
App-Services database is not available, it falls back to the schemas-database configured for the
schemas-database of the App Server under which the Management APl is running.
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5.5 Resource Addresses

This section provides an overview of the structure and capabilities of the resource addresses
provided by the Management API. For details on each resource address, see the MarkLogic REST
API Reference.

Resource addresses fall into the categories listed in the table below. The output from each type of
resource address is described in “ Interpreting the Output” on page 87.

Type of
Resource Returns
Address
List A list of resources. For example, aslist of the forests in the cluster:
http://localhost:8002/manage/LATEST/forests
[tem A specific resource. For example, a specific forest in the cluster:
http://localhost:8002/manage/LATEST/forests/Documents

A resource address takes the form of a URL that includes a host name and a port number. The
most basic resource address returns summary information for the entire cluster:

http://host:port/manage/LATEST/

The Management API version, tatest in thisrelease, is specified in every resource address to
maintain compatibility with future revisions of the Management API.

You can optionally include the name of aresource and parametersin aresource address as
follows:

http://host:port/manage/version/resource?param=value&param=value
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5.6 Obtaining the Options Node for a Resource Address

As described in Creating an Interpretive XQuery Rewriter to Support REST Web Services in the
Application Developer’s Guide, the REST Library uses an options hode to map incoming
requests to endpoints. The options NOde contains information about the communication options
available on the request/response chain for the resource address, such as which parameters can be
specified with the resource address.

You can use the xdmp : ht tp-options function to output the options Node for any resource address.
For example, you can enter the following query in Query Console to display the options Nnode for
the /manage/LATEST/transactions €éSOUrce address:

xdmp:http-options (
"http://localhost:8002/manage/LATEST/transactions",
<options xmlns="xdmp:http">
<authentication method="digest">
<username>admin</usernames
<password>admin</passwords>
</authentication>
</optionss>)

The output will include a request €element that defines the options associated with the GET and
HEAD methods for the resource address. From this, you can determine the supported parameters
and values. For example, the above resource address supportsthe view, seconds-min, host-1d,
fullrefs, and format parameters, as shown below.

<rest:http method="GET">
<rest:param name="view" values="default" default="default"/>
<rest:param name="seconds-min" as="string"/>
<rest:param name="host-id" as="string"/>
<rest:param name="fullrefs" as="boolean" required="false"/>
<rest:param name="format" as="string" values="xml|json|html"/>
<rest:or>
<rest:accept>application/xml</rest:accepts>
<rest:accept>application/json</rest:accept>
<rest:accept>text/html</rest:accept>
<rest:accept>application/x-javascript</rest:accepts>
</rest:or>
</rest:http>
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5.7 Specifying the Management API Version

To guarantee stable behavior of the Management APl as new versions are released, each resource
addressin the Management API includes aversion number. The examplesin this chapter show the
version as ratest, Which means to use the latest version of the API. However, you can also
specify the version number to use a specific version of the API, using the format:

vH#
Where # is the version number. For example, in the initial version of the API:
http://localhost:8002/manage/LATEST/databases

isthe same as:

http://localhost:8002/manage/v2/databases

If you want to update your clients when you choose, use the explicit version number. If you want
to update your clients to the most recent version of the Management API, use LaTEsT.

Note: The version number is only updated when resource addresses and/or parameters
have changed. It is not updated when resource addresses and/or parameters are
added or removed.

5.8 Specifying Parameters in a Resource Address
Resource addresses can take parameters to do the following:

»  Specify the format of the returned view
* Return afiltered view

To specify multiple parameters, usethe‘? sign before the first parameter and the ‘&’ sign before
any additional parameters:

http://host:port/manage/LATEST/resource?paraml=value&param2=value. ...

Some resource addresses support optional parameters that are specific to that resource address.
For example, to return monitoring information on the forests used by the pocunents database, you
can use the database-id parameter with the /forests resource as follows:

http://monitor host:8002/manage/LATEST/forests?database-id=Documents

The remainder of this section describes the format parameter in more detail.
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5.8.1 Formatting the Monitor Results

The application that issues arequest to the Management APl specifies the format for the returned
view. For example, most Web browsers specify the default return format asHTML. If no return
format is specified by the application, the view is formatted as XML. You can explicitly specify
the view format by means of the format parameter at the end of the resource address:

format=value

Wherevalueis either HTML, JSON, or XML.

The XML and JSON formats provide arich set of datafor your monitoring application. For
example, to return an XML view of the entire cluster, you can enter the following in a browser:

http://monitor host:8002/manage/LATEST? format=xml

Thiswill return aciuster view in XML format. For example:

<cluster-default xsi:schemaLocation=
"http://marklogic.com/manage/clusters manage-clusters.xsd">
<meta>
<uri>/manage/LATEST</uri>
<current-time>2011-06-30T16:00:06.81-07:00</current-time>
<elapsed-time units="sec">0.012</elapsed-time>
</meta>
<relations>
<relation-group array="true">
<uriref>/manage/LATEST/databases</uriref>
<typeref>databases</typeref>
<relation-count>13</relation-counts>
</relation-group>
<relation-group array="true">
<uriref>/manage/LATEST/forests</uriref>
<typeref>forests</typeref>
<relation-count>13</relation-counts>
</relation-group>
<relation-group array="true">
<uriref>/manage/LATEST/groups</uriref>
<typeref>groups</typeref>
<relation-count>l</relation-counts>
</relation-group>

<relation-group array="true">
<uriref>/manage/LATEST/hosts</uriref>
<typeref>hosts</typeref>
<relation-count>l</relation-counts>

</relation-group>

<relation-group array="true">
<uriref>/manage/LATEST/requests</uriref>
<typeref>requests</typeref>
<relation-count>l</relation-counts>

</relation-group>
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<relation-group array="true">
<uriref>/manage/LATEST/servers</uriref>
<typeref>servers</typeref>
<relation-count>8</relation-counts>
</relation-group>
<relation-group array="true">
<uriref>/manage/LATEST/transactions</uriref>
<typeref>transactions</typeref>
</relation-group>
</relations>
<related-views>
<related-view array="true">
<view-type>item</view-type>
<view-name>query</view-name>
<view-uri>/manage/LATEST/query</view-uri>
</related-view>
<related-view array="true">
<view-type>item</view-type>
<view-namesstatus</view-name>
<view-uri>/manage/LATEST?view=status</view-uri>
</related-view>
</related-views>
</cluster-default>

5.9 Interpreting the Output

The reference documentation for the Management API in the MarkLogic REST API Reference
describes each element in the XML output for each Management API resource address.

The main elements in the output from each resource address for an item or item list are shown in
the table below.

Type of Resource

Address Element Description
Item and Item id The item id number.
View
Item and Item name The item name (not available for requests and
View transactions).
Server Item server-kind The type of App Server (http, WebDAV, or XDBC)
Item, Item List, meta Metadata that describes:
and View

e TheURI of the resource.
e The current timestamp.

* The number of secondsit took to execute
the resource address.
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Type of Resource
Address

Element

Description

View

view-properties

The properties of the item or item list view.

Item and Item List

relations

Theitemsthat arerelated to thisitem or item list.

Item List

list-items

Theitemsin thisitem list

Item, Item List,
and View

related-views

The views related to thisitem or item list. If an
item, theitem list view is also included.
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6.0 Technical Support

MarkL ogic provides technical support according to the terms detailed in your Software License
Agreement or End User License Agreement.

We invite you to visit our support website at http://help.marklogic.com to access information on
known and fixed issues, knowledge base articles, and more. For licensed customers with an active
maintenance contract, see the Support Handbook for instructions on registering support contacts
and on working with the MarkL ogic Technical Support team.

Complete product documentation, the latest product release downloads, and other useful
information is available for al developers at http:/developer.marklogic.com. For technical
guestions, we encourage you to ask your question on Stack Overflow.
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7.0 Copyright

MarkLogic Server 9.0 and supporting products.
Last updated: August 5, 2020

Copyright © 2020 MarkL ogic Corporation.

MarkLogic and the MarkL ogic logo are trademarks or registered trademarks of MarkLogic
Corporation in the United States and other countries.

MarkL ogic technology is protected by one or more U.S. Patent Nos. 7,127,469, 7,171,404,
7,756,858, 7,962,474, 8,935,267, 8,892,599, 9,092,507, 10,108,742, 10,114,975, 10,311,088,
10,325,106, 10,339,337, 10,394,889, and 10,503,780.

MarkL ogic software incorporates certain third-party software under license. Third-party
attributions, copyright notices, and other disclosures required under license are available in the
respective notice document for your version of the MarkL ogic software.
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